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Abstract 

The issue of PM 2.5 particulate matter pollution significantly impacts the quantity of 

pathogenic microorganisms in the air, thereby affecting human health. Managing indoor air 

quality to ensure safety has become crucial and necessitates technological advancements to 

address this problem. Cold atmospheric pressure plasma has been considered due to its 

capability to eliminate airborne pathogens. This study focuses on the application of dielectric 

barrier discharge (DBD) module as a mean to generate plasma by applying a 10 kV at 15 

kHz, resulting in an electron temperature of 1.52 ± 0.051 eV and an electron density of 3.46 ± 

0.084 × 1016 m-³. Subsequently, an array of these plasma modules was integrated into a 

prototype air purifier equipped with a 400 – 800 CFM blower for circulating air within a 48 

m3 test room over an hour test duration and yielded more than 41% for mold and 99% for 

antipathogenic effectiveness. The results indicate that DBD plasma effectively can reduce 

airborne pathogens. The effectiveness on microorganism removal originated from the direct 

and indirect inhibiting processes of the plasma and the appropriate airflow. This indicates that 

DBD module has the potential for future air pollution management products. 

 

Keywords: Dielectric Barrier Discharge, Cold Plasma, Pathogenic Elimination, Plasma 

Parameter 

 

1. Introduction 

 Air pollution is currently a serious problem that affects the livelihood of the 

population, which tends to be even more dangerous from the increasing number of airborne 

pathogens. With the spread of respiratory disease from these pathogens, the solution is 

necessary. Currently, several technologies have been applied to solve this problem, such as 

plasma ionizers. Within various types of plasma, dielectric barrier discharge (DBD) plasma is 

one of the candidates for plasma ionizers which possesses several intriguing characteristics 

such as the ability to generate plasma under atmospheric pressure without relying on a 

vacuum system or air pump, generation of free radical that can disable pathogens’s growth, 

uncomplication design, and low-cost manufacturing.   

In our previous work, N. Nanna et. al. [1] designed a miniature DBD module with  
20 × 25 × 1 mm3 dimension. The work confirmed that the plasma from DBD module 

exhibited glowing discharge activity then the antimicrobial test on Escherichia Coli under 

closed space proved that DBD plasma can prevent bacteria growth by 99%. However, the 

1
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module needs improvement for commercial usage. In this work, our research group aimed to 

employ the DBD module in the standard Thailand classroom with an area of 48 m2. Hence, 

the module needs to be scaled up and the plasma parameters also need to be optimized to 

achieve the most effective antipathogenic capability. 

From the research of J. Žigon and co-workers [2], they studied the influence of 

voltage on Optical Emission Spectroscopy (OES) by varying the voltage from 7 kV to 12 kV 

and found that the plasma intensity value increased at the voltage range of the second positive 

system of N2. They also reported that the amount of ozone increased when increasing the 

voltage used for plasma generation. In addition, E. Timmermann and co-workers [3] 

observed the effect of the varying voltage in range of 10 kV - 14 kV on bacteria elimination 

and found that increment of the discharge voltage increased the rate of bacteria elimination 

more than 70% - 90% due to the rising of plasma intensity and numbers of ions that were 

produced from 2.5 × 106 cm-3 to 4 × 106 cm-3. The research of T. Y. Tang with research team 

[4] and S. Protugal and co-researcher [5]  studied the influence of the frequency on the 

characteristics of OES spectra and found that the frequencies of 20, 40, 80 kHz resulted in 

insignificantly increased in intensity for OES spectra while created more ozone which has a 

significant role for bacteria elimination. According to the literature review, the optimization 

of voltage and frequency used for plasma generation is crucial for improvement of DBD 

module for antimicrobial application. 

Therefore, this study aimed to improve the DBD module by optimizing the plasma 

parameters of the up-scaled module and the airflow rate when utilizing the module in 

conjunction with air purifier to achieve the highest efficiency in eliminating airborne 

pathogens for the room size of 48 square meters. The voltage and frequency used in plasma 

generation were altered to identify the most suitable parameters to improve the electron 

temperature (Te) and electron density (ne) of the plasma generated from DBD module. Then, 

the characteristics of the airflow trajectory and the airflow rate inside the chamber were 

varied to analyze the different amounts of microorganisms within test environments after 

being exposed to plasma generated from DBD module installed inside the chamber. 

 

2. Methodology 

2.1 Design of DBD Module 

 The design of DBD module is displayed in Figure 1. The DBD module was designed 

to possess the dimensions of 170 × 100 × 2 mm3. As seen in Figure 1, the copper electrode 

used as the discharge area was shaped into serpentine pattern with 120 × 50 mm2 area where 

the line was 2 mm width with 2 mm gap from each other. The back electrode was a 

rectangular copper electrode with a surface area of 140 × 70 mm2. The DBD module was 

placed away from each other by 20 mm while the patterned electrodes turned to the same 

direction. The customized high-voltage DC source was connected to the electrode on each 

side of the DBD module. To optimize the parameter of generated plasma, the DBD module 

was applied with different voltages of 5 - 15 kV and frequencies of 15 - 35 kHz. 

 

2
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Figure 1. 

Schematic of DBD module used for this study. 

  

 

2.2 Investigation on Plasma Parameters of DBD Plasma 

 An OES apparatus (Ocean Optic, model: HR4000) was used for spectrum acquisition 

of glow discharge within the range of 200 - 1100 nm. Using the plot of the acquired OES 

spectra versus wavelength, the atomic spectra of several gases could be identified. Then, the 

Te values of the plasma generated from DBD module under all variations of voltage and 

frequency were calculated using a two-emission line method based on Eq.(1) [6]  

 

𝑘𝐵𝑇𝑒 =  
𝐸2−𝐸1

𝑙𝑛 
𝐼1
𝐼2
 −𝑙𝑛(

𝑔1𝐴1𝜆2
𝑔2𝐴2𝜆1

)
  
 

(1) 

 

Where KB is Boltzmann’s constant = 1.381 × 10−23 J/K.  is wavelength of spectral emission 

lines (nm). g is the statistical weight of spectral emission lines. A Is transition probability.  

E is energy of spectral emission lines (cm-1). I is intensity of spectral emission lines (arbitrary 

unit). 

The first and second highest spectral emission lines for the observed element were 

picked to solve the equation. In this case, the oxygen lines were picked to observe the ionized 

oxygen which is related to the free radical of ambient plasma. All parameters associated with 

the oxygen line were cited from the NIST database. 

 The ne value can also be used to discern the relative trend of ionized oxygen density 

which is related to the number of free radicals produced by DBD plasma. Based on Eq.(2), 

the ne values were discerned using full width half maximum of the broadened peak of OES 

Spectra [6]. 

 

∆𝜆 1/2 =   2𝜔(
𝑛𝑒

1016
)          

 (2) 
 

 

Where  is full wave half maximum. ω is electron impact width.  
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2.3 Study of Airflow Trajectory and Effect of Airflow Rate 

 The diagram of the airflow inside the prototype air purifier equipped with DBD array, 

comprising multiple DBD modules, designed for usage in a room with 120 m3 in volume is 

displayed in Figure 2. The flow trajectory was simulated in the form  

3-dimensional model using Solid Edge software to analyze the airflow within the prototype. 

Then, the built prototype was used for the study of the effect of airflow on the rate of 

pathogenic elimination. The airflow rate was monitored through an anemometer (Fluke, 

model: 925). 

 

 
Figure 2. 

Diagram of air purifier with DBD array installed. 

 

2.4 Study on Antipathogenic Activity 

 Sampling of airborne pathogens was conducted through the usage of a standard 

impactor (SKC, model: QuickTake 30 BioStage) before the experiment. The sampled air in 

the testing room was fed into air purifier with DBD array inside to flow for an hour under 

various flow rates. Afterward, the pathogenic samples were collected and put back into the 

impactor after the experiment. The pathogen samples were cultured for a week on the plate to 

compare the amounts of pathogens colonies that appear on the plate for untreated air and air 

that was treated by DBD plasma under different airflow rates. In Figure 3 shows the criteria 

of airborne pathogens counting on the collected samples for analyzing the effectiveness of 

plasma using one-way ANOVA function of Minitab software with 95% confidence. 

 

 
Figure 3.  

Criteria of microorganisms for counting as 1 colone-forming unit (CFU). 
 

3. Results and Discussion 

3.1 Effect Frequency and Voltage on characteristic of Plasma  

Plasma was generated by applying a voltage of 5 kV to 10 kV while maintaining a 

frequency of 15 kHz. Figure 4 which portrays a plot of the intensity of OES spectra against 

wavelength, reveals that DBD plasma generation primarily produces spectral lines of nitrogen 

ions and oxygen ions. Nitrogen was detected at wavelengths of 334.28, 354.55, 401.97, and 

421.74 nm [7]. Additionally, oxygen was found at wavelengths of 777.4 and 842.45 nm [8], 
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along with hydroxyl (OH) at a wavelength of 314.14 nm. The OH and NO play a significant 

role for the inactivation of the pathogenic process [9]. The results of the analysis for Te and ne 

presented in Table 1 reveals typical value range for atmospheric DBD plasma’s discharge 

[10-12]. The result indicates that the concentration varies with changes in voltage. This is 

because of the electron acceleration under influence of electric field and the ion collision with 

the atom of working gas and leads to generation of new free electron and positive ion 

resulting in an increase in ne  [13]. At fixed voltage of 10 kV while varying the frequency 

from 15 kHz to 35 kHz, an increase in the frequency used to generate plasma did not lead to a 

corresponding increase in intensity. In an inversion, frequecy can affect the stability of the 

generated plasma, as electrons generated by the plasma bulk are trapped between two 

different electrodes due to the rapidly oscillating electric field of the applied voltage. This 

causes the accumulation of charge, which is subsequently released in the form of a spark. 

[14] Hence, the plasma generated at 10 kV and 15 kHz is the optimum for plasma generation 

of the current DBD module. 

 
(A) 

 
(B) 

Figure 4.  

Plots of OES spectra in board wavelength comparing OES spectra of the DBD plasma at 

(A) varying frequencies and (B) varying voltages. 
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Table 1 

The plasma parameter at varying voltages and frequencies. 

Voltage 

(kV) 

Frequency 

(kHz) 

Te 

(eV) 

ne 

(1016 m-3) 

5 35 1.48 ± 0.054 1.97 ± 0.074 

7.5 35 1.51 ± 0.035 2.45 ± 0.054 

10 35 1.54 ± 0.047 3.76 ± 0.064 

10 15 1.52 ± 0.051 3.46 ± 0.084 

10 25 1.54 ± 0.037 3.54 ± 0.087 

 

3.2 Design and Analyze of Airflow  

The design of the prototype air purifier with DBD array is illustrated in Figure 5.  

A pair of blowers with controllable speeds ranging from 0 - 1000 RPM was installed along 

with 3 sets of DBD modules in front of each outlet channel. Each DBD module was vertically 

stacked up on top of each other with a 20 mm gap along the outlet channel. The air purifier 

was designed to operate with a blower to draw the air into the device and then passes through 

the DBD array. According to the trajectory simulation result in Figure 6, the air drawn into 

the device circulates due to the blower’s turbulence and then compresses within the unit, 

resulting in the directed flow of air toward the outlet where DBD array was positioned. The 

air was then expelled through an outlet. The test environments had a volume of 120 m³, 

equivalent to 4237.76 ft³. To determine the optimal airflow velocity for full air circulation 

throughout the room within 10 minutes, the simulation indicated that an airflow rate of 

423.76 CFM was required. 

 

  
(A)                                                      

 
                                          (B)  

Figure 5. 

The structure of the air purifier integrated with the DBD array on (A) side view  

and (B) outlet in front panel of air purifier.                       
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Figure 6. 

The airflow patterns obtained from the trajectory simulation results. 
 

3.3 Effect of Airflow Rate on Plasma Parameter  

The airflow rates of the air brought by the blower inside the air purifier were varied at 

400, 600, and 800 CFM to observe the OES spectra of the DBD plasma generated during the 

blower operation. In Figure 7, the result presents the spectral line of plasma which is used for 

calculation of Te and ne. The results of the calculation shown in table 2 reveal that the 

variations airflow rates do not affect the plasma parameters as the atmospheric plasma tends 

to require a high-power source and strong gas flow relative to its aperture for the flow rate to 

be taken into consideration like in the case of plasma jet [15]. Hence, the DBD plasma array 

situated inside the large chamber with several outlets could not accumulate particles to take 

advantage of airflow. However, the airflow rate can play a significant role in terms of air 

circulation rate which affects the contact time of plasma’s product and pathogens. 

 

 
Figure 7.  

A comparative graph of the plasma spectral lines at different airflow rates. 
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Table 2 

The properties of plasma at different airflow rates. 

CFM Te 

(eV) 

ne 

(1016 m-3) 

400 1.46 ± 0.031 3.47 ± 0.051 

600 1.51 ± 0.035 3.41 ± 0.072 

800 1.54 ± 0.024 3.35 ± 0.043 

 

3.4 Antibeterial Activity 

 An indoor room measuring up to 8 m × 6 m × 2.5 m was used as a test environment 

for 1 hour during the activation of the air purifier equipped with a DBD array, operating at 10 

kV, 15 kHz, and 480 W. The variations of the airflow rates of 400, 600, and 800 CFM were 

used to assess the impact of the plasma generated by the up-scaled DBD module on the 

elimination of airborne pathogens in 48 m2 room. Results presented in Figure 8 show the 

amount of mold and bacteria counted in CFU under different conditions. Without DBD 

plasma treatment, the counts for mold were 30, 22, and 17 CFU, while bacterial counts were 

14, 8, and 10 CFU. With DBD plasma treatment at 400 CFM, mold counts decreased to 8, 7, 

and 7 CFU, while bacterial counts reduced to 0 CFU across all measurements. At 600 CFM, 

counts of mold were recorded as 24, 2, and 13 CFU and bacterial counts remained at 0 CFU. 

Under the 800 CFM airflow rate, mold counts were 9, 11, and 9 CFU, and bacterial counts 

were 0, 1, and 1 CFU. These reduction is equated to 41% and 99% decrease in pathogenic 

counts for mold and bacteria, respectively.  The significance of the comparison between the 

unsanitized and DBD plasma-sanitized airborne pathogenic samples can be summarized in 

table 3. For the mold comparison, the reduction of mold is significant because the P-value of 

each condition in comparison to untreated control samples are 0.012, 0.014, and 0.04 for 

DBD treated samples under 400, 600, and 800 CFM flow rate in order, which lower than 0.05 

with 95%  confidence. In terms of Bacteria, it shows that the P-value of each pair of untreated 

control samples against DBD treated samples under 400, 600, and 800 CFM flow rates are 

0.00014,  0.00014 and 0.0023 in order, which are extremely significant difference. This 

reduction is attributed to the products of DBD plasma like reactive oxygen species and 

reactive nitrogen species, including ozone, hydroxyl radicals, hydrogen peroxide [17], as well 

as UV emissions, which contribute to the pathogen inactivation through the extraction of 

protein from pathogens cell membrane [17]. The higher antipathogenic effectiveness at a 

lower airflow rate can be attributed to longer contact time between DBD plasma’s byproduct 

and airborne pathogens, hence a higher chance for pathogens membrane and free radicals. 

Meanwhile, the comparison between each airflow rate condition is not significantly different 

from each other as represented by their P-values which are significantly higher than 0.05. 

 

  
(A) 
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(B) 

Figure 8.  

(A) Culture result of airborne pathogens along with (B) ANOVA plots for effect of DBD 

plasma under various airflow rate on airborne pathogens.  
 

Table 3. 

Tukey Simultaneous Tests for Difference of means of Mold and Bacteria. 

Comparison 

condition 

P-value 

(Mold) 
P-value 

(Bacteria) 

400 CFM – No DBD 0.012 0.00014 

600 CFM – No DBD 0.014 0.00014 

800 CFM – No DBD 0.040 0.00023 

600 CFM – 400 CFM 0.999 1 

800 CFM – 400 CFM 0.798 0.95 

800 CFM – 600 CFM 0.869 0.95 

 

 

 

4. Conclusion 

 This research was a study about the optimization of DBD plasma’s parameters for 

usage in the classroom through variations of voltage and frequency as well as the effect of 

different airflow rates on the antimicrobial activity of DBD plasma. The DBD plasma module 

was able to operate at atmospheric pressure and exhibited a glow discharge. Increment of the 

voltage led to a rise in both Te and ne. When the input of 10 kV voltage and 15 kHz frequency 

was applied, the Te was found to be 1.52 ± 0.051 eV, and the ne was 3.46 ± 0.084 × 1016 m-³. 

In contrast, increasing the plasma frequency did not significantly affect Te and ne. However, 

the increasing frequency could impact plasma stability by increasing the potential of sparking. 
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Hence, the input of 10 kV voltage and 15 kHz frequency is the most suitable parameter. 

Additionally, the DBD array was installed into a prototype air purifier and tested in 48 m2 

room for it antipathogenic effectiveness. The controlled airborne pathogenic samples had 

mold counts of 30, 22, and 17 CFU and bacterial counts of 14, 8, and 10 CFU. After plasma 

treatment under conditions of 400 CFM flow rate, mold counts decreased to the least amount 

of 8, 7, and 7 CFU while bacterial counts dropped to roughly 0 for all different airflow rate 

cases, achieving a reduction of mold and bacteria by 41% and 99%, respectively. These 

findings showed promising potential for air purification applications by effectively reducing 

pathogenic microorganisms indicating the potential for the development of DBD modules 

into industrial-scale production and household air purifiers in the future. 
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Abstract: 
Manganese pyrophosphate as chemical formula Mn2P2O7, was synthesized by 

hydrothermal-microwave method at 400, 600 and 800 watt for 5 and 10 min. The powders 
were calcined at 500 C for 5 hr. The starting materials were Na2HPO4 and MnSO4 with 
deionized water as solvent and without any surfactant and without acid or base. The watt and 
heating time affected the morphology and particle size. Fourier transform infrared 
spectroscopy was analyzed the stretching vibration of P–O of (P2O7)4−. The X-ray diffraction 
was confirmed the phase of manganese pyrophosphate as monoclinic. The manganese 
pyrophosphate with smallest particle and agglomerate show the highest electrochemical 
properties with specific capacitance was 47 F.g−1. 

Introduction: 
The chemical formula of metal pyrophosphate is M2P2O7 (where M = Mg, Ca, Mn, Co, 

Ni, Zr). Normally, the oxidation state of the metal is +2. Metal pyrophosphates have great 
advantages such as inexpensive and naturally abundant starting materials, easy synthesis, 
extensive working potential, and abundant crystal chemistry1. The applications of 
pyrophosphates include use as a catalyst, such as vanadyl pyrophosphate ((VO)2P2O7) 2, an 
adsorbent like zirconyl pyrophosphate (ZrP2O7), antiferromagnetic materials such as 
Mn2P2O7 3, and as anode material in lithium batteries, similar to MnP2O7 with initial 
reversible capacities of 440-330 mAh g−1 4. Metal pyrophosphates have been synthesized 
using various methods and precursor compounds. Amorphous Ni2P2O7 microstructures were 
synthesized by stirring nickel acetate and ammonium phosphate to obtain NH4Ni(PO)4·6H2O. 
The NH4Ni(PO)4·6H2O microstructure was then calcined at 700°C 5. Porous Ni2P2O7 
nanowires were prepared by calcining precursors of NiNH4PO4·H2O nanowires at 600 °C 6. 

The method used to synthesize the particles was a parameter influencing the 
morphology and particle size of the metal oxide. The morphology of the particles was a 
parameter influencing the properties of manganese oxide, such as its electrochemical 
properties as a lithium cathode battery and anode battery. Mn2P2O7·2H2O was synthesized by 
dissolving manganese chloride and sodium pyrophosphate in sulfur dioxide and bubbling 
carbon dioxide through the solution. The microcrystals were under 2 µm, and the prismatic 
crystals were 0.1 mm in length7. Porous Mn2P2O7 structure was prepared by thermal 
treatment of MnPO4·H2O at 600 °C. The particles were agglomerated with small particles in 
the range of 30-50 nm8. Mn2P2O7 polyhedral was synthesized using manganese nitrate 
hydrate and phosphoric acid in nitric acid, followed by calcination at 800 °C for 3 hours. The 
small and large particles were in the range of 100-200 nm and > 200-500 nm, respectively9. 
Porous Mn2P2O7 nanoplate was obtained by calcining NH4Mn2PO4·H2O nanoplates at 500°C. 
The crystal structure was cubic Mn2P2O7 (JCSPDF card No: 29-0891)10. In all reports, the 
crystal structure of Mn2P2O7 was observed to be monoclinic and cubic. It can be noticed that 
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the particle size of Mn2P2O7 was in the nanometer range except using manganese chloride 
and sodium pyrophosphate dissolved with sulfur dioxide, which provided particle sizes in the 
micron range. The annealing MnH2PO4 at 700 °C for 2 hours in an argon-filled tube furnace 
and transform into Mn2P2O7 nanoparticle11. 

The findings of the simple method to synthesize manganese pyrophosphate were 
studied. Additionally, the results could provide ideas to researchers for synthesizing 
manganese pyrophosphate and their electrochemical performance. This research aimed to 
synthesize manganese pyrophosphate using the hydrothermal-microwave method followed by 
calcination without surfactant and without acid or base. The crystalline powder was identified 
through Fourier transform infrared spectroscopy, which revealed its vibrational characteristic. 
X-ray diffraction confirmed the phase of manganese pyrophosphate. The morphology of the 
particles was analyzed using scanning electron microscopy combined with electron dispersive 
spectroscopy. Also, the electrochemical performance was presented in term of specific 
capacitance analyzed by cyclic voltammetry technique.

 
Methodology: 

Manganese pyrophosphate, Mn2P2O7, was synthesized using the hydrothermal-
microwave method. The raw materials used were manganese sulfate monohydrate 
(MnSO4·H2O, Ajax Finechem) and sodium hydrogen phosphate (Na2HPO4, RCl Labscan). 
Firstly, 1.69 g of MnSO4·H2O was dissolved in 10 mL of deionized water, and then 1.78 g of 
Na2HPO4 was added to another 10 mL of deionized water. The two solutions were mixed and 
transferred to a 100 mL Teflon tube, which was then sealed and placed in a microwave oven. 
The heating power varied at 400, 600, and 800 watts for 5 and 10 minutes. The precipitate 
obtained was filtered and washed with 10 mL of ethanol and 10 mL of deionized water, 
followed by drying in air and subsequent calcination at 500 °C for 5 hours. The resulting pale 
pink powder was analyzed for vibrational bonds using a Fourier transform infrared 
spectrometer (Spectrum RXI, Perkin Elmer) with a KBr pellet, at a resolution of 4 cm−1 and 
32 scans. X-ray diffraction (D2 Phase, Bruker) confirmed the phase of manganese 
pyrophosphate. The morphology of the particles was analyzed using a scanning electron 
microscope/energy dispersive spectrometer (TESCAN Model VEGA 3, Czech Republic). The 
reaction can be represented by the following equation (1): 

2Na2HPO4.2H2O + 2MnSO4.H2O     →     Mn2P2O7 + 2Na2SO4 + 7H2O (1) 
The electrochemical performance was evaluated utilizing cyclic voltammeter 

(PGSTAT128N, USA). The working electrode was nickel foam substrate in size of 1×2 cm 
and weighed. The 32 mg of active material (Mn2P2O7), 4 mg of carbon black and 4 mg of 
polyvinylidene difluoride were mixed with 400 µL of N-methyl-2-pyrrolidone. After mixing, 
70 µL of prepared solution was dropped onto the nickel foam and dried at 70 C overnight. 
The prepared electrode was pressed at 10 MPa and recorded the weight of working electrode. 
The electrolyte solution was 1 M of potassium hydroxide (KOH, Ajax Finechem). The 
specific capacitance can be calculated with equation (2) by Yan et.al12. 

 (2) 

Where C is the specific capacitance (F g-1) 
I is the response current density (A cm-2) 
V is the potential (V) 
𝜈 is the potential scan rate (mV s-1), 
and m is the mass of the electroactive materials in the electrodes (g) 
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Results and Discussion: 
The starting materials were sodium hydrogen phosphate and manganese phosphate in a 

mole ratio of 1:1, heated by microwave at 400, 600, and 800 watts for 5 and 10 minutes. The 
pH of the mixed solutions before and after heating was 9. After calcination at 500°C for 5 
hours, the resulting pale pink powder was analyzed for crystal structure using a powder X-ray 
diffractometer. The XRD patterns of the synthetic powder at 400-800 watts for 5 and 10 
minutes are shown in Figures 1 and 2, respectively. XRD results exhibited the products as 
manganese pyrophosphate (Mn2P2O7, PDF#00-029-0891). The crystal structure is 
monoclinic, with crystal parameters: a=6.6360 Å, b=8.5840 Å, c=4.5457 Å, α=90.0000˚, 
β=102.7800˚, and γ=90.0000˚. Heating for 10 minutes provided sharper XRD peaks due to 
increased crystallinity, and the presence of sodium sulfate (Na2SO4, PDF#01-075-0914) as a 
byproduct was observed, as shown in reaction (1). Its presence was likely due to improper 
washing. 

10 20 30 40 50 60 70 80

2 (degree)

(a)

(b)

(c)

Mn2P2O7

Na2SO4

Figure 1. XRD of Mn2P2O7 heating for 5 min at (a) 400 (b) 600 (c) 800 watt 

10 20 30 40 50 60 70 80

2 (degree)

(a)

(b)

(c)

Mn2P2O7

Na2SO4

Figure 2. XRD of Mn2P2O7 heating for 10 min at (a) 400 (b) 600 (c) 800 watt 

The FTIR results of the synthetic powder at 400-800 watts for 5 and 10 minutes are 
shown in Figures 3 and 4, respectively. The broad vibrational band at 1,085-1,020 cm−1 was 
assigned to the stretching vibration of O−P−O of Mn2P2O7. The split peak in the region of 
754-705 cm−1 was assigned to the stretching vibration of the P−O−P bridge13,14. The band in
the region of 745-702 cm−1 represented the deformation vibrations of P2O74− 15.
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Figure 3. FTIR spectra of Mn2P2O7 heating for 5 min at (a) 400 (b) 600 (c) 800 watt 
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Figure 4. FTIR spectra of Mn2P2O7 heating for 10 min at (a) 400 (b) 600 (c) 800 watt 

SEM image of Mn2P2O7 heated at 400-800 watts for 5 minutes in Figure 5. The 
morphology of Mn2P2O7 resembled hexagonal prisms with a length of 5 µm. The particle 
grains were quite dispersed. In Figure 6(a), heating at 400 watts for 10 minutes resulted in 
Mn2P2O7 with a morphology similar to hexagonal prisms, with a length of 4 µm. However, in 
Figure 6(b) and (c), heating at 600 and 800 watts for 10 minutes led to particle grain 
accumulation, with a particle size of 2 µm. As the heating time increased, the particle size 
decreased due to increased microwave absorption16. Under all conditions, Mn2P2O7 was 
synthesized by hydrothermal-microwave methods and calcined at 500°C, resulting in particle 
sizes in the microstructure range. In contrast, previous research on Mn2P2O7, synthesized 
using Mn metal powder and P2S5 in ethylene glycol by solvothermal methods at 190-220 °C, 
revealed nanostructured materials. The morphology of the products included flower-like 
microspheres with diameters of about 2-5 µm and aggregation of many nanoparticles with 
thicknesses of 20-40 nm, exhibiting a monoclinic crystal structure4. This suggests that the 
hydrothermal-microwave method without surfactant and alkali base affects the shape and size 
of particles but does not affect the crystal structure. 
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Figure 5. SEM of Mn2P2O7 heating for 5 min at (a) 400 (b) 600 (c) 800 watt 

Figure 6. SEM of Mn2P2O7 heating for 10 min at (a) 400 (b) 600 (c) 800 watt 

(a)                                                   (b)                                                (c)    
Figure 7. Cyclic voltammograms of Mn2P2O7 heating for 10 min at (a) 400 (b) 600 (c) 800 

watt 
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Figure 8 Scan rate of Mn2P2O7 heating for 10 min at 400, 600 and 800 watts 

Referring to XRD results and morphology of Mn2P2O7, under heating for 10 minutes 
could provide more purity and crystallinity of Mn2P2O7 including the smaller of particle size 
the heating for 5 minutes. Those products heating for 10 minutes were selected to analyze the 
electrochemical performance utilizing cyclic voltammetry shown in Figure 7. The scan rate 
of CV curves was from 5 to 100 mV s−1. The scan rate of 5 mV s−1 of each Mn2P2O7 were the 
highest specific capacitance shown in Figure 8. Except Mn2P2O7 heating for 400 watt, the 
scan rate 5 and 10 are very closely specific capacitance. The specific capacitance of Mn2P2O7 
heating at 400, 600 and 800 watts were 28.52, 47.01 and 21.40 F g−1, respectively. The 
particle size of Mn2P2O7 at 600 watts show the smallest particle size. Also, it has more porous 
which could effectively promote the transport of electrons and ions17. It is reasonable that 
Mn2P2O7 heating at 600 watt for 10 minutes performs the highest specific capacitance. 
Comparing the specific capacitance of Mn2P2O7 synthesized by hydrothermal process and 
chemical polymerization was 64 F g−1 18. Although, the specific capacitance of Mn2P2O7 of 
this work is quite minimal value. The advanced point is the method to synthesize is simple, 
environmental friendly and less consuming the precursors.  

Conclusion: 
Manganese pyrophosphate, Mn2P2O7, was successfully synthesized via simple method 

namely the hydrothermal-microwave method without surfactant and alkali base and followed 
by calcination at 500°C. The resulting pale pink Mn2P2O7 was determined, through XRD 
analysis, to possess a monoclinic crystal structure. Vibrational bands observed in FTIR 
spectra confirmed the presence of P−O bonds characteristic of pyrophosphate. SEM analysis 
revealed a hexagonal prismatic morphology with varying degrees of agglomeration 
depending on the microwave synthesis wattage. Mn2P2O7 heating at 600 watt for 10 minutes 
performs the highest the specific capacitance was 47.01 F g−1. 
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Abstract:  

Colorectal cancer (CRC) is a leading cause of cancer-related morbidity and mortality. O-

GlcNAcylation, a post-translational modification of N-acetylglucosamine (GlcNAc) at serine/ 

threonine residues of cytoplasmic and nuclear proteins, has been shown to be up-regulated 

and associated with tumor progression in various cancers. However, the contribution of O-

GlcNAcylation related to chemotherapy drug responses in cancer especially in CRC is rarely 

investigated. This study aimed to investigate the role of O-GlcNAcylation in modulating the 

efficacy of oxaliplatin (OXA), a first-line chemotherapy drug for CRC using a SW620 cell 

line as an in vitro model. SW620 cells were treated with various concentrations of OXA to 

evaluate its impact on O-GlcNAcylation and cell viability. OXA led to a reduction of cell 

viability with IC50 of 10 M. Interestingly, treatment of OXA resulted in an increase of O-

GlcNAcylation level up to 10 M in a dose- and time-dependent manner. To reduce O-

GlcNAcylation level, RNA interference against O-GlcNAc transferase (OGT), the enzyme 

responsible for O-GlcNAcylation, was introduced in SW620 cells. OGT Knockdown 

sensitized SW620 cells to OXA treatment, enhancing cytotoxicity. Conversely, addition of 

Thiamet-G (TMG), an inhibitor to block O-GlcNAcase (OGA) resulting in an increase of O-

GlcNAcylation level, reveled higher resistance of OXA treatment. These findings suggest 

that the modulation of O-GlcNAcylation can influence CRC cellular responses to 

chemotherapy, highlighting a potential strategy for improving treatment efficacy by targeting 

the O-GlcNAcylation in combination of chemotherapy drugs. 

 

Introduction:  

Colorectal cancer ( CRC)  is the third rank of diagnosed cancers, following lung and 

female breast cancer, and the second rank leading cause of cancer-related deaths, after lung 

cancer (1). It primarily affects the elderly, with most cases occurring in people over 50 years 

of age(2).  CRC development takes over a decade and it is driven by the accumulation of 

numerous mutations in cells within intestinal tissues, resulting in uncontrollable cell 

expansion and transformation into malignant tumor. Once cancer cells are formed at the 

primary site, they can invade to neighbor cells and metastasize to distant (secondary) sites 

such as the liver, brain (3).  

Changes in glucose metabolism in cancer affect several metabolic pathways, 

including the hexosamine biosynthesis pathway (HBP) (4 ) .  The end product of HBP is N-

acetylglucosamine (GlcNAc) which is a substrate for both classical glycosylation and O-

GlcNAcylation. Unlike classical glycosylation, which occurs in endoplasmic reticulum and 

Golgi apparatus, O-GlcNAcylation involves attachment of a single GlcNAc to serine and 

threonine residues of cytoplasmic and nuclear proteins (5). This modification is regulated by 

two key enzymes; O-GlcNAc transferase (OGT)  and O-GlcNAcase (OGA), which are 

responsible for adding and removing sugar donors, respectively. Previously, our group and 
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others showed that the levels of OGT and O-GlcNAcylation were increased in CRC tissues 

compared to those of normal tissues (6, 7). In addition, our group also reported that O-

GlcNAcylation and OGT levels were elevated in two CRC cell lines, SW480 (non-metastatic 

clone) and SW620 (metastatic clone) which are derived from the same patient, in comparison 

to those of normal colon epithelial cells, CCD841 CoN (8). Moreover, OGT knockdown 

reveled more dramatically reduce cancer colony formation of SW620 when compared to that 

of SW480, indicating that O-GlcNAcylation and OGT may play important roles in cancer 

progression, especially in the metastatic phenotype. 

Several lines of evidence demonstrate that chemotherapy treatments enhanced the 

global O-GlcNAcylation and this augmentation may associate with stress responses (9). 

Therefore, the aim of this research is to test our hypothesis whether oxaliplatin, the first-line 

chemotherapy drug used for CRC patients, can activate O-GlcNAylation. In addition, we ask 

to determine whether altering O-GlcNAcylation level (both up and down) has any synergistic 

effect when combined with OXA treatment using in SW620 as an in vitro model study.  

 

Methodology:  

Cell culture 

SW620 cells were purchased from the American Type Culture Collection (ATCC, USA), and 

cultured in completed RPMI 1640 (Thermo Fisher Scientific, USA), supplemented with 10% 

Fetal bovine serum (HyClone, USA), and 1% Antibiotic-Antimycotic (Thermo Fisher 

Scientific, USA). Cells were cultivated in 5% CO2 at 37°C humidified incubator and sub-

cultured by trypsinization when reached 70-80% confluency.  

 

Cell viability assay 

Cell viability was assessed using the CellTiter 96® AQueous One Solution MTS assay [3-

(4,5-dimethylthiazol-2-yl)-5-(3-carboxymethoxyphenyl)-2-(4-sulfophenyl)-2H-tetrazolium], 

purchased from Promega, USA. This assay is based on the reduction of the MTS tetrazolium 

compound by metabolically active cells into a colored formazan product, which is soluble in 

the culture medium. Briefly, SW620 cells (5,000 cells/well) were seeded in 96-well 

microplates. After 24 h of culturing, cells were treated with oxaliplatin (OXA; 

MedChemExpress, USA) at various concentrations (0.01, 0.1, 1, 10, and 100 μM) for 48 h. 

For time-course studies, cells were treated with 10 μM OXA and harvested at 6, 12, 24, 48, 

and 72 h. Following treatment, MTS reagent (20 µL) was added to each well and incubated 

for 2 h at 37°C. Absorbance was measured at 490 and 650 nm using a microplate reader. 

Absorbance values were normalized to those of untreated controls to determine relative cell 

viability. 

 

Evaluation of OGT and O-GlcNAcylation levels 

The levels of OGT and O-GlcNAcylation were determined by immunoblotting as previously 

described (8). Briefly, cells (300,000 cells/well) were cultured in 6-well cell culture plates. At 

the end of treatments, cells were lysed using RIPA buffer containing 1% protease inhibitor 

cocktail (Sigma-Aldrich, USA). Protein concentration was measured by Bradford assay (Bio-

Rad, USA). Protein samples (15-20 g) were separated on 7.8% SDS-PAGE and transferred 

to PVDF membranes (Millipore, USA). Membranes were then blocked with 1% casein 

blocking buffer (Bio-Rad, USA). Primary antibodies; anti-O-linked N-Acetyl glucosamine 

antibody (RL2; 1:1,000 Abcam, UK), anti-N-Acetylglucosamine transferase antibody (OGT; 

1: 1,000, Abcam, UK) and anti-β-actin (1: 20,000, Cell Signaling Technology, USA) were 

incubated overnight at 4ºC. Immunoblots were developed with WesternBright ECL 

(Advansta, USA). The signals were captured and measured by an image analysis program 

ImageQuant LAS4000 (GE healthcare, USA). The level of O-GlcNAc modified proteins was 
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detected from all O-GlcNAc bands appeared from the immunoblots as previously mentioned 

(8). β-actin was used to compare protein loading of each sample. 

 

Reduction of O-GlcNAcylation and OGT levels and combination treatments  

To investigate the effect of O-GlcNAcylation and OGT reduction, SW620 cells were 

transfected with RNA interference against OGT gene as previously described (8). siOGT 

oligonucleotide of OGT (sense, 5'-UAAUCAUUUCAAUAACUGCUUCUGC-3' and 

antisense, 5'-GCAGAAGCAGUUAUUGAAAUGAUUA-3'. and scramble negative control 

medium GC duplexes transfection were purchased from Invitrogen, USA. After one day of 

culturing, siRNA was transfected into SW620 cells using Lipofectamine™ 3000 Transfection 

Reagent (Invitrogen, USA) with manufacturer’s instructions (Invitrogen, USA). Then, cells 

were incubated with the transfection mixtures and continually cultured for 48 h prior to treat 

with or without OXA for additional 48 h. At the end of time treatment, cell cytotoxicity and 

immunoblotting were examined as above mentioned. 

 

Augmentation of O-GlcNAcylation level and combination treatments 

To increase O-GlcNAcylation level, thiamet-G (TMG; MedChemExpress, USA), a potent 

inhibitor of OGA, was used. After one day of culturing, SW620 cells were pretreated with 

TMG at 10 and 50 M for 6 hours. Subsequently, cells were treated with or without OXA for 

additional 48 h. At the end of time treatment, cell cytotoxicity and immunoblotting were 

examined as above mentioned. 

 

Statistical analysis  

The statistical analysis was conducted using student t-test of Excel program. The statistical 

significance was defined as P<0.05 and P<0.01.  

 

Results and Discussion:  

 

Treatment of OXA in SW620 cells 

SW620 cells were treated with various concentrations of OXA (0.01, 0.1, 1, 10, and 100 μM) 

for 48 hours. The MTS assay demonstrated a dose-dependent decrease of OXO in cell 

viability, as shown in Figure 1A. This result indicates the cytotoxic nature of OXA, with 

greater cell death observed at higher concentrations. The IC50 value for OXA, which 

represents the concentration required to reduce cell viability by 50%, was approximately 10 

μM. To investigate the effects of OXA on O-GlcNAcylation level in SW620 cells, 

immunoblotting of O-GlcNAc (RL2) was performed. The analysis revealed a relative dose-

dependent increase in O-GlcNAcylation level with OXA concentrations up to 10 μM as 

shown in Figure 1B and 1C. This finding implies that OXA treatment induces an increase in 

O-GlcNAcylation, potentially as part of a cellular stress response. Previous studies have 

reported increased O-GlcNAcylation in response to numerous stresses, including 

chemotherapeutic drugs (10). In addition, a time-course study was conducted where SW620 

cells were treated with 10 μM OXA and harvested at different time points (6, 12, 24, 48, and 

72 hours). The results showed a progressive increase in O-GlcNAcylation level with 

prolonged exposure to OXA as shown in Figure 1D and 1E. This indicates that continuous 

OXA treatment leads to an accumulation of cellular stress as well as O-GlcNAcylation level.  
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Figure 1: Cellular cytotoxicity and O-GlcNAcylation level of SW620 cells treated with 

OXA. (A) A graph demonstrated the cytotoxic effects of OXA in SW620 cells. Cells were 

treated with OXA at concentrations of 0, 0.01, 0.1, 1, 10, and 100 μM for 48 h. Cell viability 

was measured using the MTS assay, which assesses metabolic activity as an indicator of cell 

viability. Representative immunoblots (IB) of O-GlcNAc modified proteins detected by RL2 

antibody and β-actin of (B) cells were treated with OXA at concentrations of 0, 0.01, 0.1, 1, 

10, and 100 μM for 48 h and (D) cells treated with 10 µM OXA for 6, 12, 24, 48 and 72 h. 

Protein samples (20 µg) were separated by SDS-PAGE, transferred to a PVDF membrane, 

and probed with antibodies specific for O-GlcNAc (RL2) and β-actin used as a loading 

control. (C) and (E) Bar graphs represent the relative value of RL2 (%) of dose- and time- 

dependent experiments, respectively. The relative level of O-GlcNAc modified proteins was 

analyzed by normalization of the intensity of all O-GlcNAc bands divided by that of β-actin 

in each lane. 
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Reduced OGT expression using siOGT and OXA treatment in SW620 cells 

To assess the effects of reduced O-GlcNAcylation level on cellular sensitivity to 

chemotherapy, SW620 cells were transfected with siOGT to knockdown OGT expression. 

Immunoblotting analysis confirmed a dramatic decrease in both OGT and O-GlcNAcylation 

levels in siOGT-transfected cells compared to siSrcamble cells as shown in Figure 2A and 

2B. Furthermore, treatment with siOGT alone significantly reduce cell viability compared to 

that of the siScramble control group (P<0.001). Interestingly, combining treatment of siOGT 

and 1 M OXA treatment also significantly reduced cell viability compared to OXA 

treatment alone (P<0.01) as shown in Figure 2C. These findings suggest that targeting O-

GlcNAcylation may enhance chemotherapy efficacy by decreasing cancer cell resistance to 

chemotherapeutic agents, offering a potential strategy for improving treatment outcomes of 

CRC. A previous report also showed that reducing O-GlcNAcylation level in breast cancer 

led to inhibition of tumor growth both in vitro and in vivo (11). In addition, other research 

groups reported that chemotherapy can sensitize cancer cells to O-GlcNAcylation targeting 

through OGT inhibition or similar mechanisms. For instance, studies using RNA interference 

against OGT or OGT inhibitors to decrease O-GlcNAcylation have demonstrated decreased 

cell survival and enhanced therapeutic efficacy in response to various chemotherapeutic 

drugs (10, 12). 

 

Increased O-GlcNAcylation level by TMG and OXA treatment in SW620 cells 

To investigate the impacts of increased O-GlcNAcylation level on cell viability and cellular 

stress responses, SW620 cells were pretreated with 10 μM TMG for 6 h, followed by 

treatment with OXA at 1 μM for an additional 48 h. Immunoblotting analysis showed that 

TMG treatment increased O-GlcNAcylation levels as shown in Figure 3A and 3B, which may 

be associated with the observed increase in cell viability. SW620 cells were then treated with 

10 μM TMG, as well as the combination of TMG with OXA, resulting in a statistically 

significant increase cell viability (P<0.01). Notice that 10 μM TMG alone had no effect on 

cell viability when compared to the untreated control as shown in Figure 3C, indicating a 

potential protective effect of increased O-GlcNAcylation. This protective effect is likely due 

to the role of O-GlcNAcylation in enhancing cellular stress responses and promoting cell 

survival under adverse conditions. Previous studies have shown that increased O-

GlcNAcylation enables cancer cells to better withstand oxidative stress and avoid apoptosis 

(11, 13). Therefore, targeting the O-GlcNAcylation pathway could help reduce cancer cell 

resistance to chemotherapy and improve treatment efficacy. 
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Figure 2: Effects of siOGT on O-GlcNAcylation and chemotherapy sensitivity of SW620 

cells. (A) Representative immunoblots (IB) of OGT, O-GlcNAc modified proteins (RL2), and 

β-actin. (B) Bar graphs represent the relative value of OGT and RL2 (%) normalized to 

siScramble control group, respectively. SW620 cells were transfected with siOGT or 

siScramble (sc) with and without 1 M OXA for 48 h. Protein samples (20 µg) were 

separated by SDS-PAGE, transferred to a PVDF membrane, and probed with the indicated 

antibodies. OGT and O-GlcNAcylation levels (relative values bar graph) were analyzed by 

normalization of the band intensity of OGT and O-GlcNAc to that of β-actin in each lane. (C) 

A bar graph demonstrated the cytotoxic effects of 1 M OXA in SW620 cells transfected 

with siOGT or siScramble. Cell viability was measured using MTS assay following the 

indicated treatments. Data represents the mean ± standard deviation (SD) from at least two 

independent experiments. All data were performed at least two independent experiments. **, 

*** represent statistically analysis of P<0.01 and P<0.001, respectively.  
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Figure 3: Effects of TMG on O-GlcNAcylation and cell viability. (A) Representative 

immunoblots (IB) of O-GlcNAc modified proteins (RL2), and β-actin. (B) A bar graph 

represents the relative value of RL2 (%) normalized to untreated group. SW620 cells were 

pretreated with 10 μM TMG for 6 h, followed by treatment with 1 μM OXA for an additional 

48 h. Protein samples (20 µg) were separated by SDS-PAGE, transferred to a PVDF 

membrane, and probed with antibodies specific for O-GlcNAc (RL2) and β-actin. (C) A bar 

graph represents cell viability following TMG and OXA treatment assessed by MTS assay. 

Cell viability, (%) was normalized to untreated group. Data represents the mean ± standard 

deviation (SD) from at least two independent experiments. Relative values bar graph was 

analyzed by normalization of the intensity of all O-GlcNAc bands divided by that of β-actin 

in each lane. ** represent of statistically analysis of P<0.01.  

Conclusion:  

In conclusion, our study highlights the significant role of O-GlcNAcylation in 

modulating the response of SW620 cells to OXA. The observed increase in O-GlcNAcylation 
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following OXA treatment suggests that this post-translational modification may act as a stress 

response mechanism, potentially contributing to chemotherapy drug resistance. Interestingly, 

reducing O-GlcNAcylation by targeting OGT with siOGT enhanced the sensitivity of SW620 

cells to OXA, supporting the hypothesis that lowering O-GlcNAcylation level can improve 

chemotherapy efficacy. On the other hand, increasing O-GlcNAcylation with TMG was 

associated with higher cell viability, which could be attributed to enhanced cellular stress 

responses. These findings suggest that combining strategies to reduce O-GlcNAcylation with 

chemotherapy could effectively inhibit CRC cells in vitro. To improve cancer chemotherapy 

outcomes, future research is needed to focus on the precise mechanisms underlying these 

stress responses and identifying O-GlcNAc-modified proteins that contribute to the malignant 

development and progression of CRC.  
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Abstract:  

The ischemic heart disease (IHD) is the leading cause of global death. The only 

effective treatment is 'reperfusion therapy', which can also cause cellular injury. While over 

80 therapeutic peptides have been identified, only a limited number have been investigated 

for their potential use in IHD. A secretory leukocyte protease inhibitor (SLPI) has been 

reported to provide cardioprotection against myocardial ischemia/reperfusion (I/R) injury. 

Despite the proven cardioprotective properties of SLPI, its circulation life span is short. Low-

molecular-weight bioactive protein fragments are an intriguing class of medicinal 

compounds, due to their efficiency, decreased renal clearance, great membrane permeability, 

and target selectivity. Therefore, improving the stability and efficiency of SLPI by 

alternatively using hSLPI-derived small peptides (SDSPs) could become a novel therapeutic 

agent. This study investigated the cardioprotective effect of SDSPs in human ventricular 

myocytes subjected to an in vitro hypoxia/reperfusion (H/R) injury. An in-silico peptide 

digestion by pepsin was performed on full-length human SLPI peptide sequences and there 

are 7 SDSPs fragment candidates (P1-7). Only 5 water-soluble SDSPs (P1, P2, P3, P5, and 

P6) were used for assessing cardioprotection. Then, the SDSPs were synthesized and tested 

for their cytotoxicity and evaluated for cardioprotective effect against the H/R injury. 

Optimization of H/R injury showed that 6 hours of hypoxia followed by 6 hours of 

reperfusion (H6R6) in serum-free medium (SFM) was the optimum condition to give 50% of 

human cardiomyocytes death. The results showed that all 5 SDSPs fragments showed non-

cytotoxicity and enhanced cell viability. Treatment of P1, P3, P5, and P6 at the onset of 

reperfusion could significantly reduce H/R-induced cardiac cell death. In conclusion, the 

SDSPs showed cardioprotection against H/R injury and should be further investigated for 

their potential to be a novel therapeutic agent for IHD. 

 

Introduction:  

In 2030, it is anticipated that ischemic heart disease (IHD) will be the leading cause of 

mortality globally.1 This tendency appears to occur not just in developed countries but all 

around the world.2 According to epidemiological data from Thailand, ischemic heart disease 

is now one of the leading causes of death for Thai people.3 Ischemic heart disease, also 

known as coronary artery disease (CAD) or coronary heart disease, refers to heart disorders 

induced by the death of heart muscle cells due to constricted coronary arteries.4 The survivors 

of myocardial infarction can subsequently suffer from heart failure.5 Ischemia is the 

26



  (Full paper template) 
 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

2 

fundamental pathophysiology of IHD, and the only effective treatment is 'reperfusion 

therapy', which can also cause cellular injury.6 

Therapeutic peptides are biological mediators that exhibit great therapeutic potency, 

selectivity, and low toxicity.7, 8 Moreover, small peptides have greater stability and cellular 

membrane penetration than larger peptides.9 Bioactive short peptides, or small peptides, are 

low-molecular-weight protein fragments of 2–20 amino acid residues that are a potent 

pharmaceutical drug of the future.10 While over 80 therapeutic peptides have been identified 

to treat several kinds of diseases, only a limited number have been investigated for their 

potential use in cardiovascular applications, predominantly in heart failure11, with none 

specifically researched for ischemic heart disease (IHD). 

Secretory leukocyte protease inhibitor (SLPI) is a 14.326 kDa (132 amino acid) 

cationic protein that is part of the serine protease inhibitor family.12 Previous studies 

demonstrated that giving human SLPI (hSLPI) provided cardioprotective effects against I/R 

injury both in an in vitro13, 14, ex vivo14, and in vivo15 study model. Moreover, the 

cardioprotection of SLPI does not depend on its anti-protease activity, suggesting a direct 

effect of the SLPI protein.16, 17 Even though the cardioprotective property of SLPI has been 

proven, one of the clinical limitations associated with the use of recombinant human SLPI as 

a therapeutic drug is its short half-life within the circulatory system.18 

Since SLPI showed potential cardioprotective effects against myocardial 

ischemia/reperfusion (I/R) injury but had a short half-life. In addition, the small therapeutic 

peptides that provide cardioprotection for myocardial I/R injury have not been intensively 

investigated and have become one of the most challenging research questions. Therefore, this 

study examined the potential cardioprotective effect of human secretory leukocyte protease 

inhibitor (hSLPI)-derived small peptides (SDSPs) using a hypoxia/reperfusion (H/R) model. 

In this study, a human secretory leukocyte protease inhibitor (hSLPI), which was cut by the 

in silico porcine pepsin enzyme, was synthesized and used to determine the cytotoxicity and 

cardioprotective effect (Figure 1). 
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Figure 1. A schematic diagram of the study protocol.  

(A) A schematic diagram of in-silico peptide digestion of human secretory leukocyte protease 

inhibitor (hSLPI) to generate the SLPI derived small peptides (SDSPs), (B) the digestion 

pattern of pepsin enzyme on hSLPI, and (C) A schematic diagram of study protocols to 

elucidate the cardioprotective effect of SDPSs against an in vitro hypoxia/reperfusion (H/R) 

injury in human cardiomyocyte (AC16) cells.  

 

Methodology:  

Chemical and reagents 

 Dulbecco’s modified Eagle’s medium (DMEM), fetal bovine serum (FBS), penicillin, 

streptomycin, trypsin-EDTA, and other chemicals were purchased from Gibco® (Gibco 

BRL; Life Technologies Inc. New York, USA). 

 

Generation of small peptides derived from hSLPI 

To hydrolyze human secretory leukocyte protease inhibitor (hSLPI) in silico using 

porcine pepsin, the ExPASy-PeptideCutter tool (SIB Swiss Institute of Bioinformatics, 

Lausanne, Switzerland) was used. The in-silico digestion obtained the human secretory 

leukocyte protease inhibitor (hSLPI)-derived small peptides (SDSPs) for 19 pieces. In this 

study, we selected the peptide fragments with 5 amino acids or longer peptides. So, there 

were 7 SDSPs fragments were selected and synthesized, namely P1-P7. The Fmoc-solid 

phase synthetic method (GL Biochem, Shanghai, People's Republic of China) was used to 

synthesize SDSPs in preparation for additional in vitro testing. Subsequently, the 

manufactured lyophilized SDSPs were dissolved in solvents, DMSO or water, and stored in a 
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freezer at a concentration of 1 mg/mL at -80 °C. In this study, 5 SDSPs fragments that 

dissolved in water were tested, including P1, P2, P3, P5, and P6. 

 

Cell type and cell culture 

The human cardiomyocyte cell line, AC16 cell line (ATCC®, CRL-3568™), was 

purchased from American Type Cell Culture and maintained in DMEM supplemented with 

10% heat-inactivated FBS, 100 units/mL of penicillin, and 100 µg/mL streptomycin. The 

AC16 cells were maintained at 37 C, 5% CO2 + 95% O2, until they reached 80% 

confluence.19 The media was renewed every 2 to 3 days. 

The culture media was aspirated from the cell culture flask, and the cells were washed 

three times with 5 mL of pre-warmed phosphate-buffered saline (PBS). Next, 2 mL of pre-

warmed trypsin-EDTA (Gibco®) was added and incubated at 37 °C for approximately 2 min, 

or until approximately 50% of the cells had detached from the flask surface as observed 

under a microscope. The trypsin activity will then be terminated by adding 8 mL of 

completed, pre-warmed DMEM. Transfer the cell suspension to a 15 mL sterile tube and 

centrifuge at 125 x g for 5 min. The supernatant was discarded, and the cell particle was 

resuspended in 1 mL of finished DMEM. The cells were transferred into a new cell culture 

flask to which at least 8 mL of completed DMEM was added. After that, the cells were 

incubated at 37 °C, 5% CO2 + 95% O2. 

 

Optimization of an in vitro hypoxia/reperfusion (H/R) 

H/R was optimized to identify the time point at which 50% of cells die relative to the 

control. AC16 cells were seeded in 96-well plates at density 1 × 104 cells/well. For hypoxia, 

the cells were induced by treatment with complete DMEM medium (CM), serum-free 

DMEM medium (SFM), and serum-glucose-free DMEM medium (SGFM) at 200 µl/well in 

the hypoxic chamber by adjusting the regulator valve control to a flow rate of 20 L/min, 

which completely purges the chamber in 4 minutes.20 The cells were incubated in the hypoxic 

chamber at 37°C for 1, 2, 6, and 24 hours. For the control condition, CM was used and 

incubated at 37°C, 5% CO2. After that, the media was discarded, and 200 µl/well of CM was 

added for reperfusion for 6, and 24 hours at 37°C, 5% CO2. After that, the cell viability was 

measured. Condition of H/R that provide 50% of cardiac cell death was used in following 

experiments. 

 

Determination for cardioprotective effect of SDSPs treatment against hypoxia/reperfusion 

(H/R) injury 

The AC16 cells were seeded in a 96-well plate at a density 1 × 104 cells/well. Stocked 

SDSPs were thawed and diluted to 0.1, 1, and 10 µg/mL in prewarmed-DMEM. In the 

hypoxia condition, the cells were induced by treatment with CM, SFM, and SGFM at 200 

µl/well in the hypoxic chamber by adjusting the regulator valve control to a flow rate of 20 

L/min, which completely purges the chamber in 4 minutes. The optimized time that makes 

50% of cells die relative to the control was used. For the control condition, CM was used and 

incubated at 37°C, 5% CO2. After that, the media was discarded and 200 µl/well of CM or 

dilutions of SDSPs were added for reperfusion at 37°C, 5% CO2 for the optimized 

reperfusion time. After that, the cell viability was measured at the end. 

 

Determination of cell viability by MTT viability assay 

The MTT reagent, also known as 3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyl-2H-

tetrazolium bromide, was obtained from Ameresco (Solon, Ohio, USA). The MTT solution 

was prepared at 0.5 mg/mL. The AC16 cells were treated with the MTT solution 100 µl/well 

for 2 hours and incubated at 37°C, 5% CO2 after the H/R protocol. Subsequently, after the 
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MTT solution was removed, DMSO was added to each well and mixed to dissolve formazan 

crystals. Then, the absorbance was measured at 570 nm to determine the cell viability.  

 

Statistical Analysis 

All experiments were performed in triplicate. Data was processed using GraphPad 

Prism version 10.0 and reported as mean ± standard error. The p value < 0.05 was considered 

significant. 

 

Results and Discussion:  

Optimization of an in vitro hypoxia/reperfusion (H/R) injury 

The hypoxia/reperfusion model was optimized by varying the hypoxia and the 

reperfusion time with several types of culture media, such as complete DMEM medium 

(CM), serum-free DMEM medium (SFM), and serum-glucose-free DMEM medium (SGFM). 

The media types were considered in order to model the hypoxia reperfusion injury. In 

hypoxic conditions, the CM provides a deficiency of oxygen but still contains nutrients. The 

SFM induces cellular depletion of oxygen and essential proteins obtained from serum, while 

the SGFM induces cells exhibiting low glucose levels, starved of serum and oxygen. The 

percentage of relative cell viability with varied types of media at different time points of 

AC16 in H/R injury is shown in Figure 2. The results showed that the percentage of relative 

cell viability of hypoxia 1 hour with SFM (H-SFM), and SGFM (H-SGFM) was significantly 

decreased when compared to that of the control group with CM (C-CM) (Figure 2A and 2E), 

whereas the percentage of relative cell viability of hypoxia 2 and 6 hours with CM, SFM, and 

SGFM was significantly decreased when compared to that of the control group (Figure 2B, 

2C, 2F, and 2G), and the percentage of relative cell viability of hypoxia 24 hours with CM 

was significantly decreased when compared to that of the control group (Figure 2D and 2F).  

The cell viability of AC16 cells after hypoxia for 1 hour showed no difference in CM 

(H-CM) but was significantly decreasing in both media (H-SFM and H-SGFM) for 6 (Figure 

2A) and 24 hours of reperfusion (Figure 2E). The condition might not have enough time to 

induce cell injury from hypoxia. For hypoxia 2 and 6 hours, the cell viability was 

significantly decreased in every type of media and both reperfusion times, but not down to 

50% cell viability compared to their control group, except in the H6R6 condition (Figure 

2C). After exposure to 24 hours of hypoxia, the cell viability showed a contrast with hypoxia 

for 1 hour. There were not significantly different with the control group when reperfused with 

SFM and SGFM in both time points but showed cell viability near to 50% in H-CM. 

Myocardial reperfusion followed by non-lethal hypoxia protected the cells from major 

myocardial damage.21 Serum and serum-glucose starvation could accelerate the cell 

metabolism, which made the cell survive after being exposed to hypoxia for 24 hours.22, 23 In 

addition, the optimized time point that obtained around 50% of cell death relative to the 

control was H6R6 with SFM (52.98 ± 4.132 %), H24R6 with CM (36.01 ± 2.621 %), and 

H24R24 with CM (46.32 ± 15.70 %). Therefore, the H6R6 with SFM was considered as the 

optimum condition and was used for determining the cardioprotective effect of SDSPs. 
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Figure 2. Optimization of H/R injury depend on time point. 

The human cardiomyocyte (AC16) was optimized for H/R injury in (A) H1R6, (B) H2R6, 

(C) H6R6, (D) H24R6, (E) H1R24, (F) H2R24, (G) H6R24, and (H) H24R24 with varied 

types of culture media during hypoxia. *p < 0.05 vs. control (ANOVA). 

 

 The influence of culture medium condition during hypoxia and reperfusion injury 

model was also analyzed. The results showed that H/R injury using complete DMEM 

medium (CM) gave a significant reduction in cell viability in H2R6, H24R6, and H24R24 

condition. However, H24R6, and H24R24 showed cell viability approximately 50% (Figure 

3A). The serum-free DMEM medium (SFM) showed a significant reduction in cell viability, 

when exposed to H1R6, H1R24, H2R6, H6R6, and H6R24. Among these H/R condition, 

H6R6 gave approximately 50% of cell viability (Figure 3B). The H/R with serum-glucose-

free DMEM medium (SGFM) conditions including H1R6, H1R24, H2R6, H2R24, H6R6, 

and H6R24 also showed a significant reduction in cell viability. However, none of these 

conditions gave a 50% cell death (Figure 3C).  

 The difference types of culture media did not provide the same pattern of cell injury 

under hypoxia/reperfusion condition. Prolonged hypoxia resulted in reduced cell viability in 

CM. Meanwhile, the H/R with SFM condition showed the lowest cell viability after hypoxia 

for 6 hours, and increasing of cell viability was found after hypoxia for 24 hours. However, 

using SGFM to model of H/R offered significantly decreased of cell viability with hypoxia 

1,2, and 6 hours, but showed no different with the control after hypoxia 24 hours. In this 

study, the optimum condition that used for investigation the cardioprotective effects of 

SDSPs is the shortest H/R period that could provide 50% of cell death. Therefore, in this 

study H6R6 in SFM was selected as the optimum H/R condition.  
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Figure 3. Optimization of H/R injury depend on types of media. 

The human cardiomyocyte (AC16) was optimized for H/R injury in (A) CM, (B) SFM, and 

(C) SGFM with varied time point of hypoxia and reperfusion. *p < 0.05 vs. control 

(ANOVA). 

 

The cytotoxicity of SDSPs on human ventricular myocytes 

The cytotoxicity of the hSLPI-derived small peptides (SDSPs) was performed by 

incubating the SDSPs with AC16 cells for 24 hours, followed by evaluation of the cell 

viability using the MTT viability assay. Various concentrations of SDSPs were prepared by a 

10-fold dilution from 0 to 10 μg/mL and treated with the cells for 24 hours to determine 

cytotoxicity. The results showed that there was a significant increase in cell viability when 

cells were exposed to P1 (Figure 4A), P3 (Figure 4C), P5 (Figure 4D), and P6 (Figure 4E) 

in comparison to those of the control group. However, the results showed no significant 

difference in cell viability of cells treated with P2 (Figure 4B) in every concentration 

compared to the control group.  

Almost all of the SDSPs showed non-toxicity to the cells, such as P1, P2, P3, P5, and 

P6. The SDSPs, including P1, P3, P5, and P6, could enhance cell proliferation. From the 

previous study, full-length SLPI was able to upregulate the cyclin D1 signaling pathway, 

resulting in stimulating cell proliferation.24 Thus, SDSPs might contain a cyclin D1 signaling 

pathway.  
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Figure 4. The cytotoxicity of SDSPs. 

The varied concentrations of SDSPs such as (A) P1, (B) P2, (C) P3, (D) P5, and (E) P6 were 

used to identify the cytotoxicity on the AC16 cells. *p < 0.05 vs. control 0 μg/mL (ANOVA). 

 

The in vitro cardioprotective effect of SDSPs against H/R injury 

An in vitro cardioprotective effect of SDSPs was performed against H/R injury. The 

H6R6 with SFM condition was used to determine the cardioprotective effect of the SDSPs. 

The results showed that the cell viability of AC16 cells was significantly reduced 

approximately 50% in untreated cells with H/R when compared to those of the control group 

(non-H/R) group (Figure 5A – 5D). Various concentrations of SDSPs, including 0.1, 1, and 

10 μg/mL, were treated at reperfusion, and the results showed that cell viability was 

significantly improved when treated SDSPs at concentrations of 0.1, 1, and 10 μg/mL of P1 

(Figure 5A), P3 (Figure 5C), P5 (Figure 5D), and P6 (Figure 5E) when compared with the 

non-treated group. The P1, P3, P5, and P6 SDSPs improved the cell viability from the mean 

of each non-treated group for 34.79 - 81.15 %, 24.49 - 44.97 %, 32.1 - 51.05 %, and 40.29 - 

42.09 %, respectively. The SDSPs that most promoted cell viability was P1 peptide at a 

concentration of 1 μg/mL, resulting in a 135 % cell viability. However, the results showed no 

significant difference in cell viability of cells treated with P2 (Figure 5B) in all 

concentrations compared to the non-treated group.   

Similar to the results of cytotoxicity, the cell viability of AC16 cells after being 

treated with concentrations of SDSPs in the reperfusion process was significantly enhanced in 

all concentrations compared to the non-treated group, which are P1, P3, P5, and P6. This 

might be an effect of the small peptides that contain the essential region of the survival 

signaling pathway, the PI3K (phosphoinositide 3 kinase) pathway, leading to increased 

expression of Akt.25 However, the results showed no significant difference in cell viability 
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between cells treated with P2. The small peptide might not contain any of the essential 

regions of the survival signaling pathway.  

 

 
 

Figure 5. The cardioprotective effect of SDSPs for H/R injury.  

The varied concentrations of SDSPs such as (A) P1, (B) P2, (C) P3, (D) P5, and (E) P6 were 

used to identify the cardioprotective effect on the AC16 cells in H/R injury.  

#p < 0.05 vs. control, and *p < 0.05 vs. H/R of SDSPs at 0 µg/mL (ANOVA). 

 

There were some limitations in this current study. This study was only screening the 

cardioprotective effect of SDSPs by using the MTT viability assay. The mechanisms of 

SDSPs against cellular apoptosis, intracellular ROS production, MAPKs phosphorylation, 

and signaling proteins involved in apoptosis still need to be further investigated. Moreover, 

an in vitro finding from this study might not provide sufficient information for further clinical 

applications, determining the cardioprotection in tissue level, such as in an ex vivo heart 

perfusion model of I/R injury or an in vivo model of left anterior descending (LAD) coronary 

artery ligation, is required to provide both physiological and biochemical explanations of the 

cardioprotective effects of SDSPs. 

 

Conclusion:  

In conclusion, hypoxia for 6 hours followed by reperfusion for 6 hours (H6R6) with 

serum-free DMEM medium (SFM) was the best condition for the hypoxia/reperfusion (H/R) 

model of this study. The cardioprotective effect was shown on P1, P3, P5, and P6. The cell 

viability following H/R was most enhanced by P1 peptide at a concentration of 1 µg/mL. 
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Accordingly, the SDSPs have a cardioprotective effect by reducing cardiac cell injury against 

I/R injury. 
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Abstract:  

Dielectric barrier discharge (DBD) plasma is the electrical discharge that occurs 
between two electrodes separated by an insulating barrier. Since DBD plasma commonly 
produces a variety of reactive species, including reactive nitrogen species (RNS), reactive 
oxygen species (ROS), it is utilized for microbial elimination to improve indoor air quality. 
This study therefore aimed to test the efficacy of a DBD plasma generator that uses square 
electrodes and flame retardant-4 dielectric materials in the elimination of potential indoor air 
pathogens, including Pseudomonas aeruginosa, Staphylococcus aureus, Aspergillus niger, 
and Enterovirus-71 (EV-71). Additionally, the effects of DBD plasma on human lung cells 
and skin cells were evaluated. Results showed that the reduction rates of tested 
microorganisms are dependent on microbial species and DBD exposure time. P. 
aeruginosa and S. aureus exhibited elimination times of 5 minutes while A. niger requires 25 
minutes. Significant viral reduction of EV-71 was observed at 10 minutes of DBD exposure 
time. Human cell culture assay demonstrated that the survival rate of PSVK1 keratinocyte 
and WI38 lung cells was less than 80% after 20 minutes of DBD plasma exposure. Results 
from this study demonstrated that DBD plasma is effective for eliminating potential 
pathogens, however the effective dose and exposure time should be compromised with 
biosafety considerations for applications involving human activity. 

 
 
Introduction:  

Gas discharge plasmas, also known as low-temperature plasmas, have gained 
significant interest in recent years due to their important role in various technological 
developments1. Plasma methods are currently widely used in air cleaning systems and for the 
sterilization of food containers, fruits, meat, vegetables, fabrics, and medical devices2.The 
dielectric barrier discharge (DBD) is one of the most cost-effective nonthermal plasma 
sources. This discharge has been shown to be effective in initiating chemical and physical 
processes in gases3. The dielectric barrier discharge plasma generator applies the 
accumulation-discharging principle to dielectric material with a high potential difference 
alternating current at atmospheric pressure. Dielectric discharges are generated between two 
electrodes, and to limit the discharge current, the device covers at least one of the electrodes 
with dielectric material4. Discharge may be linear, glowing and is determined by a variety of 
factors, including the electric potential difference, the type of dielectric plate, the distance 
between parallel plates, the type of gas, and the pressure5. 

The plasma contains many ions, electrons, radicals, UV photons, and chemicals. 
These influential particles may rapidly destroy biological structures or macromolecules, 
resulting in fast sterilization6. Consequently, plasma generators were previously applied for 
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the elimination of microorganisms. These ions will react with air, which consists mainly of 
nitrogen and oxygen gasses, which contributing to the generation of free radicals, including 
reactive oxygen species (ROS) and reactive nitrogen species (RNS), such as hydroxyl ions 
(OH-) and hydrogen peroxide (H2O2), ozone (O3), atomic oxygen (O), superoxide anions 
(O2), nitrogen gas (N2), nitric oxide (NO), and peroxynitrite anion (ONOO-)7. Previous 
studies mostly elucidated the effects of plasmas on bacteria for preventing food and water 
treatment8,9,10. However, the microbial effects and biosafety of using DBD plasma for air 
sterilization are very limited. The application of DBD plasma technology in air purifiers 
necessitates microbial and biosafety assessments, particularly regarding human exposure. 
Therefore, the purpose of this study was to evaluate the efficacy of the generated DBD 
plasma ionizer in eliminating potential pathogens in indoor air, including Pseudomonas 
aeruginosa, Staphylococcus aureus, Aspergillus niger, and the hand foot and mouth disease 
causing virus Enterovirus (EV-71). In addition, biosafety assays of human cell lines involving 
the direct contact and inhalation of DBD plasma (i.e. skin and lung cells) were evaluated to 
consider in the application of DBD plasma in air purifier.  
 
Methodology:  
Equipment for DBD plasma generator  

Install a DBD plasma generator, driven by a 120 Hz high-voltage power supply, with 
an electrode size of 13 x 7 centimeters and dielectric material Fr-4, attached to an acrylic box 
with dimensions of 30 x 40 x 15 centimeters, and a 12-centimeter gap between the electrode 
and the Petri dish (Figure 1a and b).  

 

 
 

Figure 1. Equipment for DBD plasma generator (a) DBD plate (b) 

Effect of DBD plasma on bacterial inhibition 
The Gram-negative bacterium P. aeruginosa ATCC9027 and Gram-positive 

bacterium S. aureus ATCC6538 were grown in nutrient broth (NB) (Himedia, India) liquid 
medium at 37°C and 200 rpm for 4 hours until the optical density at 600 nm (OD600) up to 
0.90 - 1.00. A ten-folded dilution of bacterial culture was prepared in 0.85% sodium chloride 
solution. Then, 100 microliters of the 10-6 dilution of bacterial culture were spread onto NA 
plate and exposed to DBD plasma for 1, 5, 10, 15, 20, 25, and 30 minutes. The plates were 
incubated at 37°C for 18 hours. The number of colonies (CFU/ml) on the plates after 
incubation was compared with the control group without exposure to the DBD plasma. 

 

37



 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 
 

Effect of DBD plasma on fungal inhibition 
A. niger ATCC10864 was cultivated on potato dextrose agar (PDA) (Himedia, India) 

at 30°C for 5 days, and spores were collected in the mix of 0.85% sodium chloride solution 
and Tween20. The fungal culture was ten-fold diluted in 0.85% sodium chloride solution. 
Then, 100 microliters of the 10-6 dilution of fungal culture were spread onto PDA plates and 
exposed to DBD plasma for 1, 5, 10, 15, 20, 25, and 30 minutes. The plates were incubated at 
30°C for 3-5 days. The number of colonies (CFU/ml) on the plates after incubation was 
compared with the control group without exposure to DBD plasma. 

Effect of DBD plasma on viral inhibition 
Vero cells (approximately 2 × 105 cells per well) were grown as a monolayer in a 

standard 12-well plate, with 1 ml of growth medium (DMEM, 10% FBS) per well. After 
forming the cell, the growth medium was carefully removed. The 250 μl of EV-71 strains, 
namely BrCr, that had been exposed to DBD plasma for 1, 5, 10, 15, 20, 25, 30, 40, 50, and 
60 minutes was added to the 12-well plates containing the cell lines and incubated at 37°C 
with gentle shaking every 15 minutes for 1 hour. After that, the virus was discarded, and the 
cells were rinsed with 1X phosphate buffered saline (PBS). The cells were then overlaid with 
0.3% agarose in DMEM/2% FBS and incubated for 3 days at 37°C with 5% CO2. After 3 
days, the plates were fixed with 10% formalin and stained with 1.25% crystal violet solution 
to each well and the cell were left to stand for 15 minutes, followed by washing the well with 
water and allowing the plates to dry at room temperature. The number of plaques was 
counted in PFU/ml. 

Effect of DBD plasma on human cell 
PSVK1 Human keratinocyte cells (JCRB1093) and WI38 lung cells (ATCC CCL-75) 

were grown in 100 μl keratinocyte media and 10% fetal bovine serum (FBS) Eagle's 
minimum essential medium (EMEM), respectively, in 96-well plates. The plates were 
incubated at 37°C with 5% CO2 for 24 hours. The cells were formed a monolayer and 
exposed to DBD plasma for 1, 5, 10, 15, 20, 25, 30, 40, 50, and 60 minutes. Subsequently, 10 
μl MTT labeling reagent was added with the final concentration of 0.5 mg/ml to each well 
and incubated at 37°C with 5% CO2 for 4 hours. After that, 200 μl dimethyl sulfoxide 
(DMSO) was added into each well and mixed. Cell viability was measured at a wavelength of 
540 nm by spectrophotometer (Bio-rad Laboratories, USA). 

 
Results and Discussion:  

The number of P. aeruginosa colonies on the NA plates after being exposed to DBD 
plasma was compared to those on the control group. It was found that no colonies grew on 
the plates after 5 minutes of exposure (Figure 2). This indicated that DBD plasma can 
eliminate more than 99.99% of P. aeruginosa within 5 minutes. For S. aureus, results showed 
that no colonies were observed on the NA plate after 5 minutes of exposure, indicating that 
DBD plasma effectively kills more than 99.99% of S. aureus within 5 minutes (Figure 3). 
However, following one minute of exposure to DBD plasma, a comparison between P. 
aeruginosa and S. aureus showed that S. aureus had more colonies on the Petri dishes than P. 
aeruginosa (Table 1). This difference is because Gram-positive bacteria have a thicker cell 
wall due to more stacked peptidoglycan layer than Gram-negative bacteria11. The mechanism 
for killing bacteria is due to DBD plasma causing reactive oxygen and nitrogen species 
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(RONS), which damage cell walls and cell membranes, leading to cytoplasm leakage that 
makes the bacteria unable to survive12. 

 
 

Figure 2. Colonies of P. aeruginosa on the NA plate after exposure to DBD plasma for 1, 5, 
10, 15, 20, 25, and 30 minutes. 

 

 
 

Figure 3.  Colonies of S. aureus on the NA plate after exposure to DBD plasma for 1, 5, 10, 
15, 20, 25, and 30 minutes.  
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Exposure of A. niger to DBD plasma showed that fungal colonies decreased as 
exposure time increased, and there were no hyphae were observed after 25 minutes of 
exposure (Figure 4). Since fungal spores have rodlets, which are structures that prevent water 
loss, and the cell walls of the spore are thicker than vegetative cells13, A. niger could tolerate 
DBD plasma better than bacterial cells (Table 1).  

 

 
Figure 4. Colonies of A. niger on the NA plate after exposure to DBD plasma for 1, 5, 10, 

15, 20, 25, and 30 minutes. 
 
 

Table 1. Microbial colonies count (CFU/ml) after exposure to DBD plasma for 1, 5, 10, 15, 
20, 25, 30, 40, 50, and 60 minutes.  

 
Microorganis

m 
 Exposure (min) 
0 1 5 10 15 20 25 30 

P. aeruginosa 1.94 x 1011 2 x 107 0 0 0 0 0 0 
S. aureus 2.92 x 1011 4 x 107 0 0 0 0 0 0 
A. niger 7.2 x 108 3.5 x 108 3 x 107 2 x 107 1 x 107 1 x 107 0 0 
         
 

Exposure of DBD plasma to EV-7 1 showed that the viral plaques decrease when the 
exposing time increases. Significant viral reductions were observed at 10 minutes, with 
plaque counts reducing to 1 PFU/ml by 60 minutes compared to the control group (Figure 5). 
DBD plasma could eliminate more than 99% of viruses at 40 minutes of exposure time. It is 
feasible that when microorganisms are directly exposed to plasma, the sterilizing process 
occurs through both chemical etching of the cells by RONS and physical damage to 
membrane proteins and DNA produced by charged particles14.  
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Figure 5. Plaques morphology of EV-71 after exposure to DBD plasma for 1, 5, 10, 15, 20, 

25, 30, 40, 50, and 60 minutes. 
 

The cell viabilities were measured by the absorbance values of each group. According 
to ISO 10993-5, a percentage of cell viability above 80% is considered non-cytotoxicity; 80% 
to 60% for weak cytotoxicity; 60% to 40% for moderate cytotoxicity; and less than 40% 
indicates strong cytotoxicity15. PSVK1 human keratinocyte cells and WI38 human lung cells 
had a survival rate of less than 80% when exposed for longer than 20 minutes. (Figure 6a 
and b). At 25 minutes of exposure time, the cell viability of PSVK1 and WI38 was observed 
at 65.44% and 76.43.%, respectively (p < 0.0001), indicating weak cytotoxicity. Observations 
at 60 minutes of exposure time showed that the cell viability of PSVK1 and WI38 further 
decreased to 49.31% and 50.22%, respectively, indicating moderate cytotoxicity. These 
outcomes were possibly caused by the generation of RONS in the DBD plasma system, 
which can induce cell apoptosis16. However, cell viability may vary depending on the type of 
cell. Previous studies examined the vitality of MRC5 and L132 lung cells, as well as H460 
and HCC1588 lung cancer cells, after they were exposed to DBD plasma for 1 minute. The 
findings revealed that lung cancer cells were dramatically reduced, but normal lung cells 
were not17. Our results demonstrated that the DBD plasma could eliminate potential 
pathogens in indoor air, leading to air quality improvement. However, the application of 
DBD plasma in air purifiers should be optimized with biosafety considerations for human 
users.  
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Figure 6. Cell viability of PSVK1 (a) and WI38 (b), after exposure to DBD plasma for 1, 5, 

10, 15, 20, 25, 30, 40, 50, and 60 minutes.  
 

p < 0.05 (a), p < 0.01 (b), p < 0.001(c), p < 0.0001(d) 

a 

b 
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Conclusion:  
DBD plasma could eliminate more than 99.99% of P. aeruginosa and S. aureus 

within 5 minutes, while it took 25 minutes to eliminate A. niger. The virus EV-71 showed 
significant reductions at 10 minutes of exposure and decreased to more than 9 9 %  from 4 0 
minutes onwards. The cell viability of the PSVK1 and WI38 after 25 minutes of exposure 
time was lower than 80%. The findings suggested that exposure of DBD plasma for 25 
minutes can effectively inhibit the growth of potential pathogens, however it requires further 
optimization to minimize cell stress.  
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Abstract:  

The decline of natural green spaces in urban areas negatively affect urban wildlife, especially 

birds, that use green spaces for living and breeding. The presence of bird nests indicates the 

capacity and capability of the urban green space for sustaining biodiversity. This study aims 

to study ecological factors determining nest site selection by native birds in Chulalongkorn 

University campus, one of urban green spaces in the Bangkok Metropolis. Bird nests were 

surveyed, and ecological characteristics of the nests and trees were measured. The study 

found that 160 trees of 16 species hosted 237 bird nests in the green areas of Chulalongkorn 

University. Four nest types were observed: platform, cavity, globular and cavity adopter 

nests.  Platform nests were the most common nest type (52.3%). Rain trees Samanea saman 

were the species supporting the highest proportion of nests. The knowledge gained will be 

beneficial for appropriate conservation management of urban green spaces. 

 

Introduction:  

Loss of green spaces due to urbanization is a significant problem that impacts habitats and 

nesting grounds for various species1,2,3, leading to biodiversity loss4. According to the Living 

Planet Report 2022, global biodiversity has declined by as much as 69% from 1997 to 20205. 

This has prompted numerous countries to collaborate on addressing these issues, such as the 

strategic Plan for Biodiversity (2011-2020) and the Aichi Biodiversity Targets6, aimed at 

conserving and restoring biodiversity to ensure ecosystem services by 2050. Additionally, 

policies promoting the expansion of green spaces to enhance biodiversity diversity include 

Sustainable Development Goals (SDGs).  
 Thailand and Bangkok have made efforts to conserve biodiversity and green spaces 

by implementing various policies such as Master Plan for Integrated Biodiversity 

Management B.E. 2558 – 2564 (2015-2021)6, and ONEP Sustainable urban green space 

management practices phase 2 (2023-2027)7. Urban green spaces, defined as areas covered 

with diverse vegetation8, are currently of great interest across multiple sectors because they 

enhance biodiversity, provide human benefits as natural educational sites, recreational areas, 

and reduce urban pollution. Urban green area also benefits wildlife by serving as habitats, 

food sources and nesting sites9,10,11,12 

Similar to other wildlife, some birds can adapt to city conditions and utilize urban 

green spaces for survival and reproduction. Bird nests are common sights in city 

environment, showing evidence of successful adaptation by some birds to survive in urban 

green areas. The diversity of bird species and the occurrence of bird nests can indicate the 

environmental quality of habitat areas13. Birds have important roles in ecosystems, including 

pest control, seed dispersal, and providing cultural benefits to humans, such as recreation and 

stress relief. However, urbanization and the management of green spaces in the city may 

influence selection of nesting sites by urban birds.   
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Nests are constructed and used by most birds for roosting, protecting eggs, and 

hatchlings. Bird nests can be categorized into various types based on their shapes, including 

platform nests, cup nests, cavity nests, cavity adopter nests, retort nests, domed nests, and 

globular nests14. Human impacts have caused birds to adapt their nesting behaviors. Some 

bird species that have adapted to urban environments, such as Passer montanus, often choose 

to build their nests on man-made structures15. However, many bird species that have not 

adapted to urban areas still rely on vegetation in urban green spaces for nesting. Birds that 

build platform nests, such as Nycticorax nycticorax, need tall trees16. Birds that construct cup 

nests need trees with wide canopies. Species that create cavity nests, such as Psilopogon 

haemacephalus, need tall trees with dead branches17. Birds that are cavity adopters, such 

Athene brama, depend on large natural tree cavities. Both retort and globular nests require tall 

trees18,19. Therefore, scientific understanding on bird nesting site selection is necessary for the 

effective management of urban green spaces to support bird conservation in urban 

ecosystems. 

 However, studies on the impact of urbanization and green space management on bird 

nesting are still inadequate in Thailand. This research aims to study the ecological factors 

influencing birds nest site selection in urban green spaces, using Chulalongkorn University as 

the study site. Specifically, this study investigates the characteristics of nest sites in green 

spaces in Chulalongkorn University as well as the characteristics of the trees selected by birds 

for nesting. As the university with policies supporting the expansion of green areas and 

biodiversity conservation20, the knowledge regarding bird nesting would be beneficial for 

landscape planning and management of green areas. 

 

Methodology:  
Study site  

Chulalongkorn University is located in the center of Bangkok, with a campus area of 637 rai 

or 0.97 km2, 33% of which is green areas consisting of perennial trees (approximately 4,500 

trees21), shrubs, lawns, green roofs, and water sources. While birds can be seen nesting on all 

types of green areas, the current study focused mainly on bird nests on trees in the green areas 

of the university. The survey of bird nests and trees was conducted between April to May 

2024.  

 

Bird nest and tree characteristics 

Bird nests were searched, usually with binoculars, on trees in the green areas of 

Chulalongkorn University. When a nest was found, it was classified into one of the following 

nest types: platform nests, cup nests, cavity nests, cavity adopter nests, retort nests, domed 

nests, and globular nests. Then nest height above the ground was measured using a NIKON 

Forestry Pro laser rangefinder and recorded. Subsequently, the locations of trees hosting bird 

nests were recorded with a Real-time Kinematics (RTK) GNSS receiver, Stonex s900a. Then 

the trees were identified to species using the Plants in Chulalongkorn University guidebook22, 

and measured for the following data: tree height, diameter at breast height (DBH), canopy 

cover (length of the canopy projection on the ground).   

 

Data analysis 

Descriptive statistics was used to calculate the mean and standard deviation of bird nest and 

tree data, including height of bird nests; height, DBH and canopy cover of trees with bird 

nests. The analyses were performed from two perspectives, namely bird nests categorized by 

nest types and trees with bird nests.  
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Results and Discussion:  

The study found a total of 237 bird nests on 160 trees of 16 species within Chulalongkorn 

University’s green areas. On average, 1.5 nests per tree were found, with the range between 1 

to 5 nests per tree. Four types of bird nests were found: platform nest, cavity nest, globular 

nest, and cavity adopter nest (Figure 1).  

The most common nest type was the platform nest, with 124 nests (52.3% of all 

nests), followed by cavity nests, globular nests and cavity adopter nests (Table 1). Overall, 

the platform nests were located at a higher height (15.1 ± 2.5 m above the ground) than other 

nest types (approximately 8-10 m above the ground). Accordingly, the trees that platform 

nests were located on were taller and larger in DBH and canopy cover than the trees with 

nests of the other types (Table 1).  

 

Table 1. 

Characteristics of bird nests and trees that the nests were found on in the green area of 

Chulalongkorn University 

 

Notes: values are reported as average ± standard deviation 

 

 
 

Figure 1. 

Examples of bird nests found in the green areas of Chulalongkorn University; a. platform 

nest; b. cavity nest; c. globular nest; and d. cavity adopter nest 
 

More than half of the bird nests were observed on rain trees Samanea saman (132 

nests; 55.7%), followed by Tabebuia rosea (24 nests) and Pterocarpus sp. (20 nests), 

respectively. Even though found on 7 tree species, 84.7% of the platform nests were observed 

on S. saman. Six tree species supported cavity nests, with more than a third of the nests on S. 

saman. Globular nests were observed on 11 tree species, including Pterocarpus sp.  Cavity 

adopter nests were seen on only four tree species, with four nests on Peltophorum 

pterocarpum (Table 3). 

Of the total of 16 hosting tree species, 13 were identified to species, with three 

unidentified taxa. The highest number of nests was found on S. saman (132 nests on 92 trees, 

with an average of 1.4 nests per tree). P. pterocarpum, Pterocarpus sp., T. rosea, and 

Nest type 

Nest characteristics Trees with bird nests 

Number  

of nests 

Nest height 

(m) 

Tree height 

(m) 

Tree DBH  

(cm) 

Canopy 

cover  

(m) 

Platform nest  124 15.1 ± 2.5 16.4 ± 2.0 93.3 ± 38.0 16.4 ± 5.1 

Cavity nest  68 9.6 ± 3.7 13.5 ± 2.9 66.3 ± 32.0 11.4 ± 5.7 
Globular nest  36 8.6 ± 3.0 10.9 ± 2.8 40.3 ± 17.3 8.7 ± 2.6 

Cavity adopter nest  9 9.0 ± 3.4 14.0 ± 2.4 68.5 ± 26.1 11.1 ± 3.1 
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Terminalia catappa also hosted bird nests, with more than one nest per each tree (Table 2).  

These common trees hosting bird nests tend to be tall and trees, with height greater than 15 m 

and DBH approaching 100 cm in some species.  Smaller-sized trees such as Lagerstroemia 

loudonii, Terminalia ivorensis, and Ficus sp. could also host bird nests in their canopy.   

 

Table 2. 

Tree species hosting bird nests in the green area of Chulalongkorn University and selected 

ecological characteristics  

 

Tree species 
No. of 

nests 

No. of 

trees 

No. of 

nests/tree 

Nest 

height 

(m) 

Tree 

height 

(m) 

Tree DBH 

(cm) 

Tree 

canopy 

cover (m) 

Samanea saman 132 92 1.4 14.5 ± 3.0 15.9 ± 2.3 96.8 ± 36.8 17.3 ± 4.3 

Peltophorum pterocarpum 18 12 1.5 11.2 ± 4.3 14.5 ± 2.7 76.3 ± 13.7 9.2 ± 2.1 

Pterocarpus sp. 20 12 1.7 7.4 ± 4.5 10.1 ± 3.1 34.1 ± 20.0 5.5 ± 3.9 

Tabebuia rosea 24 12 2.0 10.1 ± 2.0 14.6 ± 1.8 45.8 ± 12.0 7.5 ± 1.5 

Terminalia catappa 15 7 2.1 12.5 ± 3.6 16.2 ± 2.0 75.6 ± 7.5 14.5 ± 1.2 

Lagerstroemia loudonii 4 4 1.0 7.9 ± 0.8 8.5 ± 0.5 24.4 ± 2.8 6.1 ± 2.4 

Terminalia ivorensis 4 4 1.0 11.4 ± 1.1 12.6 ± 0.8 54.5 ± 15.1 12.6 ± 2.8 

Ficus sp. 3 3 1.0 7.2 ± 2.0 8.0 ± 2.8 42.5 ± 25.8 9.0 ± 0.0 

Calophyllum inophyllum 5 2 2.5 5.2 ± 0.4 9.2 ± 0.0 39.7 ± 0.0 13.0 ± 0.0 

Cassia fistula x Cassia 

javanica 
2 2 1.0 6.0 ± 0.0 10.6 ± 0.0 24.8 ± 0.0 11.5 ± 0.0 

Mangifera indica 2 2 1.0 9.0 ± 0.0 14.0 ± 4.2 52.0 ± 0.0 8.0 ± 0.0 

Millingtonia hortensis 2 2 1.0 10.8 ± 0.0 15.0 ± 0.0 32.0 ± 0.0 7.3 ± 0.0 

Unidentified 1 2 2 1.0 9.0 ± 0.0 10.0 ± 0.0 25.0 ± 0.0 6.5 ± 0.0 

Unidentified 2 2 2 1.0 5.2 ± 0.0 10.6 ± 0.0 42.3 ± 0.0 6.3 ± 0.0 

Tamarindus indica 1 1 1.0 8.0 ± 0.0 15.0 ± 0.0 57.2 ± 0.0 11.0 ± 0.0 

Unidentified 3 1 1 1.0 6.2 ± 0.0 8.4 ± 0.0 18.0 ± 0.0 8.3 ± 0.0 

 Notes: values are reported as average ± standard deviation 

 

The majority of the platform nests (79%) were found on S. saman while cavity nests 

were distributed more evenly on S. saman, Pterocarpus sp., T. rosea and T. catappa (Table 

3).  About a quarter of the globular nests were found on Pterocarpus sp. and the rest were 

distributed among the other 10 tree species.  Almost half of the cavity adopter nests were 

located on P. pterocarpum.  Additionally, trees from a single species could host nests of more 

than one type. 
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Table 3. 

Distribution of various bird nest types on hosting tree species in the green area of 

Chulalongkorn University 

 

 

 

 

 

 

 

 
 
 

 

 

 

 

 

 

Various tree species are planted and maintained within the green areas of 

Chulalongkorn University, including S. saman, the iconic tree of the university, as well as P. 

pterocarpum, T. rosea, and Pterocarpus sp.; all of which are trees with large trunk and 

branches, and a broad canopy, making them some of the most preferred species by landscape 

designers and managers26. These suitable attributes also allow medium to large birds, such as 

Corvus macrorhynchos and Butorides striata, to nest and build platform nests on the tree 

canopy, especially the open top canopy of S. saman. Conversely, globular nests are typically 

constructed by smaller species, such as Gracupica floweri and G. nigricollis, which need 

denser leafy surroundings to avoid predators27. Cavity nests are prevalently associated with 

the soft wood characteristic of some trees found on the campus, such as S. saman and T. 

rosea. These trees with large trunks and branches are ideal for cavity-nesting species, which 

prefer dead branches to construct the cavity17.  

The composition of tree species in urban green spaces generally differ from that of 

natural forests because tree species were selected for purposes such as shading and aesthetics.  

In addition, management and maintenance practices for specific shape and size of trees would 

also influence tree community structures as well as physical environment. Even though the 

pool of available trees might be limited in a city landscape, common bird species could adapt 

and successfully nest in the urban environments, selecting sites that offer resources while 

minimizing stresses such as high human density and pollution23.  Additionally, urbanization 

might change the composition and abundance of predators, which may respond differently to 

the vegetation characters around bird nests24. 
 

Even though this study only captured the two-month snapshot of bird nest distribution 

on trees in the green areas of Chulalongkorn University, the results showed a potential of the 

trees in an urban ecosystem to function as a breeding habitat for various birds that may have 

adapted to the city conditions. The distribution and abundance of bird nests will definitely 

vary across seasons due to their varying breeding periods and nest-building behaviors 

throughout the year. For example, P. haemacephalus, one of common bird species in 

Chulalongkorn University, which typically breeds from January to March17, was seen in some 

Tree species Number of nests Platform nest Cavity nest Globular nest Cavity adopter nest

Samanea saman 132 105 25 0 2

Tabebuia rosea 24 2 16 4 2

Pterocarpus sp. 20 0 12 8 0

Peltophorum pterocarpum 18 10 0 4 4

Terminalia catappa 15 2 12 0 1

Calophyllum inophyllum 5 0 1 4 0

Lagerstroemia loudonii 4 0 0 4 0

Terminalia ivorensis 4 1 0 3 0

Ficus sp. 3 0 0 3 0

Unidentified 1 2 0 0 2 0

Unidentified 2 2 0 2 0 0

Millingtonia hortensis 2 2 0 0 0

Mangifera indica 2 2 0 0 0

Cassia fistula x Cassia javanica 2 0 0 2 0

Unidentified 3 1 0 0 1 0

Tamarindus indica 1 0 0 1 0

All 237 124 68 36 9
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of the cavity nests during this study. The number of nests in urban habitats can vary greatly 

because of availability of suitable substrates for nest construction and environmental 

stressors. Furthermore, the review of literature showed that the number of nests in urban 

habitats could vary widely depending on the methodology and focal groups of birds or nest 

types.  For example, 340 nests built by 16 bird species were observed in 300-ha urban 

landscape in China23. In yet another case, approximately 16 cavity nests per 50 trees were 

observed in cemeteries and parks in Chicago, USA30.  Urban expansion may reduce predation 

rates by urban predators, leading to increased opportunities for nest building of birds adapted 

to city conditions25. Furthermore, some nests may last longer than the actual breeding period 

of birds. For instance, platform nests, which consist of a complex arrangement of overlapping 

twigs, are strong enough to support the weight and size of birds, allowing abandoned nests to 

remain visible14.   
Additionally, variation in resources may determine nest site selection, including floral 

nectar and fruits provided by tree species in the urban landscape. The abundance of food 

supports the nesting of some bird species that breed during the rainy season14. Other 

ecological characteristics, such as quality of the trees, as well as disturbance from human 

activities, may be determining factors for tree selection for nesting by birds in urban 

environments28. Obtaining information on habitat preferences for nest building can be useful 

in management of urban green space for various purposes ranging from bird population 

control to conservation of bird species. For example, planting less suitable trees and tree 

pruning were suggested as strategies to manage the population size of birds such as House 

crow Corvus splendus29.  Besides, certain habitats within the urban landscape can potentially 

support bird nests and appropriate management is required so that sufficient nest sites to 

conserve bird species. For instance, cemeteries and parks retain large trees with cavities that 

support cavity-nesting birds, such as woodpeckers and owls30. Therefore, further study is 

recommended to obtain complete information regarding the birds and their preferences for 

substrates suitable for nesting and living in urban ecosystems.  

 

Conclusion:  

The present study demonstrated that trees in urban green areas could support the nesting 

behavior of birds and that certain tree characteristics could provide inputs into the 

management of the urban ecosystems for the conservation of biodiversity and consequently 

provision of ecosystem services. Rain trees S. saman was the most preferred tree species by 

birds constructing nests, especially the platform nests. Other tree species could support cavity 

nests and other types. The knowledge gained would help in planning landscape management 

and biodiversity conservation in urban green spaces. 
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Abstract:  

Immunotherapy is an alternative cancer treatment that effectively enhances 
cytotoxicity of immune cells and provides more safety profile against various cancers. 
Natural killer (NK) cells, a critical component of the innate immune system, play a vital role 
in targeting and eliminating abnormal and cancerous cells. However, reduced NK cell levels 
in cancer patients are often associated with poor outcomes in cancer treatments. To address 
this, a tri-specific killer engager (TriKE) has emerged as a promising strategy. TriKEs not 
only enhance the killing activity of NK cells but also increase their numbers, potentially 
leading to improved therapeutic outcomes. A TriKE molecule consists of three components: a 
single-chain variable fragment (ScFv) that targets tumor-associated antigens on cancer cells, 
human interleukin 15 to promote NK cell proliferation, and a single-domain antibody that 
binds to CD16 on NK cells. These components are connected by a linker domain. Although 
TriKEs have garnered significant attention for their potential in immunotherapy, large-scale 
production remains a challenge. This study aims to compare two commonly used systems for 
TriKE-based immunotherapy development: prokaryotic and eukaryotic expression systems. 
We designed and constructed a TriKE targeting disialoganglioside GD2 expressed on cancer 
cells. To produce this TriKE, we used E. coli strain BL21(DE3) with the pET-22b expression 
vector for prokaryotic production and HEK293T cells for eukaryotic production following 
lentiviral transduction and the establishment of stable cell lines. Our findings revealed that 
the anti-GD2 TriKE produced in the prokaryotic system was not secreted into the culture 
media, necessitating additional steps for isolation and recovery. In contrast, the eukaryotic 
system allowed efficient secretion of the TriKE into the culture media. These results provide 
valuable insights into production strategies for TriKEs, highlighting the advantages of 
eukaryotic systems for scalable and effective immunotherapy development. 
 
Introduction:  

Immune surveillance comprises two parts : innate and adaptive immunity that are 
working together to detect and eliminate cancer cell (Abbott and Ustoyev, 2019). The innate 
immunity is a first-line detection and subsequently activates the adaptive immunity 
(Olszanski, 2015). Natural killer (NK) cells are one of innate immunity which play a central 
role on anti-cancer cells response without prior activation (Abbott and Ustoyev, 2019). The 
cytotoxicity of NK cells mainly occurs via conjugation of CD16 and its ligand to mediate 
antibody-dependent cellular cytotoxicity (ADCC), resulting in target cell death (Meazza et 
al., 2011). However, cancer cells can adapt themselves to escape immune cells (Oiseth and 
Aziz, 2017). For instance, the immune suppressive cytokine such as interleukin 10 (IL-10) 
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and transforming growth factor-𝛽	 (TGF-𝛽) secretion leading to disrupt recognition and 
activation of NK cells (Terrén et al., 2019). Moreover, chemotherapy can decrease number of 
the NK cells  (Braun and Harris, 1986). Thus, improving both of quality and quantity of the 
NK cells is an important strategy to enhance survival rate of cancer patients. 

Immunotherapy is an alternative cancer treatment that improves the specificity and killing 
efficiency of immune cells against various cancers, including blood cancers such as 
lymphoma (Shanbhag and Ambinder, 2018), leukemia (Huang et al., 2023) and solid tumors  
such as non-small cell lung cancer (Alexander et al., 2020), neuroblastoma (Nguyen and 
Thiele, 2021), and liver cancer (Donne and Lujambio, 2023) etc. A tri-specific killer engager 
(TriKE)-based immunotherapy composing with three parts: a single-chain variable fragment 
(ScFv) that targets tumor-associated antigens on cancer cells, human interleukin 15 to 
promote NK cell proliferation, and a single-domain antibody that binds to CD16 on NK cells. 
This molecule  potentially bridges between the NK cells and cancer cells (Vallera et al., 
2016).  Recent clinical applications of TriKEs have been reported for various cancers, 
including leukemia (Schubert et al., 2011), lymphomas (Felices et al., 2019), breast cancer 
(Xie et al., 2003), ovarian cancer (Vallera et al., 2021), and lung cancer (Kennedy et al., 
2023). These studies demonstrate that TriKEs can effectively promote NK cell proliferation 
and enhance their cytotoxicity against cancer cells. Notably, the GTB-3550 TriKE has 
recently been approved by the Food and Drug Administration (FDA) and is currently 
undergoing Phase 1 clinical trials for the treatment of CD33-positive leukemia. 

TriKEs are generally produced using two types of expression systems: prokaryotic and 
eukaryotic. In prokaryotic systems, such as those utilizing Escherichia coli strain 
BL21(DE3), TriKE production occurs through transcription and translation in the cytoplasm 
(Bill and von der Haar, 2015). For example, the CD19-targeting 161519 TriKE was 
successfully produced and isolated from E. coli BL21(DE3), demonstrating enhanced 
specificity and improved killing efficiency of NK cells against CD19-expressing Burkitt's 
lymphoma cell lines (Felices et al., 2019). In contrast, eukaryotic systems, often using the 
HEK293 cell line, offer post-translational modifications that are advantageous for the 
functional activity of the TriKEs (Midgett and Madden, 2007). For instance, the anti-
CLEC12A TriKE, when transfected into HEK293 cells, was able to induce NK cell 
proliferation and was specific to enhance NK cell activation against acute myeloid leukemia 
(AML) cell lines (Arvindam et al., 2021). While there are notable differences between these 
production systems, a detailed comparison of their respective advantages and disadvantages 
is essential for guiding large-scale TriKE production. 

This study aimed to compare prokaryotic and eukaryotic production systems for TriKEs. 
We designed and constructed a TriKE targeting disialoganglioside GD2, a well-known tumor 
antigen overexpressed in various solid cancers, including neuroblastoma (Mujoo et al., 1987), 
lung cancer (Reppel et al., 2022), and melanoma (Cheresh and Klier, 1986). GD2 has been 
reported to promote the proliferation and migration of cancer cells (Yoshida et al., 
2001).However, the monoclonal antibody targeting GD2, Dinutuximab, has shown limited 
efficacy in solid tumors due to constraints imposed by the tumor microenvironment (Ahmed 
and Cheung, 2014). Thus, GD2 remains a promising target for immunotherapy development 
in solid cancers. In this study, we utilized E. coli strain BL21(DE3) with the pET-22b 
expression vector for prokaryotic expression and HEK293T cells for eukaryotic expression 
following lentiviral transduction and the establishment of stable cell lines. Recombinant anti-
GD2 TriKE was produced in both systems, and its expression was confirmed through SDS-
PAGE and Western blot analysis. We compared the pros and cons of each system, including 
production steps, protein quality, and production costs, to provide valuable insights for large-
scale protein production in the future. 
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Methodology:  
Construction of anti-GD2 TriKE 

The Anti-GD2 TriKE construct was designed and composed of a signal protein (SP), 
an anti-CD16 single domain antibody, Interleukin-15 (IL-15), and a single chain variable 
fragment (ScFv) from an approved human 3F8 anti-GD2 monoclonal antibody (Kushner et 
al., 2018) (Figure 1A, 1B). Each domain was linked with a linker (L). Moreover, the 
molecule of anti-GD2 TriKE was tagged with a 6X HIS tag for monitoring protein 
expression. 

 
Table 1. List of primers for positive clone selection 

Primer name sequence 
F-BamHI-antiGD2-TriKE (pET-22b) 5¢AAGGATCCGGAAGTTCAACTTGT3¢ 
R-NotI-anti-GD2 TriKE (pET-22b) 5¢AAAGCGGCCGCTTTAATTTCCAG3¢ 

Cloning-F (pCDH) 5¢GAATTCGGATCCATGGGATGGAGCTGTA3¢ 
Cloning-R (pCDH) 5¢ATTTGCGGCCGCTCAGTGGTGATGGTGA3¢ 

 
Prokaryotic system 

The anti-GD2 TriKE construct was cloned into pET-22b vector at specific restriction 
sites, BamHI and NotI. After the anti-GD2 TriKE was inserted into pET-22b, the anti-GD2 
TriKE in pET-22b was transformed into E. coli BL21(DE3), and positive clones were 
screened by colony PCR with specific primers as indicated in Table 1 and their sequences 
were analyzed.  
Eukaryotic system 

The anti-GD2 TriKE was inserted into the pCDH vector at the EcoRI and NotI 
restriction sites, which also has a red fluorescence protein (RFP) to visualize positive cells 
(Figure 1D). After the cloning step, successfully ligated positive clones into the pCDH vector 
were screened using specific primers as indicated in Table 1 and their sequences were 
analyzed. 
Generation of the stable cell secreting anti-GD2 TriKE 
Prokaryote 

After the positive clone selection, E. coli BL21(DE3) containing a recombinant 
plasmid of anti-GD2 TriKE was inoculated into LB broth supplemented with 100 µg/ml of 
ampicillin with continuous shaking at 250 rpm for 16-18 hours at 37oC. After that, E. coli 
BL21(DE3) was subsequently inoculated into fresh LB broth supplemented with 100 µg/ml 
of ampicillin and grown until log phase. To express anti-GD2 TriKE, the E. coli BL21(DE3) 
was induced with 1 mM IPTG and incubated with shaking (250 rpm) at 37oC for 18-20 hours. 
Finally, induced E. coli BL21(DE3) was determined expression of anti-GD2 TriKE with 6X 
HIS tag via western blot analysis. In addition, the E. coli BL21(DE3) positively expressed 
anti-GD2 TriKE was prepared as glycerol stock and stored at -80oC for further uses.  
Eukaryote 

To determine the expression of anti-GD2 TriKE in eukaryotic cells, the recombinant 
plasmid was transfected into HEK293T cell lines with lipofectamine (Invitrogen, Life 
Technologies, Carlsbad, CA, USA) and HEK293T cells that positively expressed anti-GD2 
TriKE were first observed by visualization of a red fluorescence signal under an inverted 
fluorescence microscope (Nikon Instrument, Inc., Melville, NY, USA). Moreover, western 
blot analysis was performed to observe the expression of anti-GD2 TriKE via mouse anti-His 
monoclonal antibody (Invitrogen, Life Technologies, Carlsbad, CA, USA).  
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To generate HEK293T stable cells that permanently secrete anti-GD2 TriKE, 
lentivirus containing anti-GD2 TriKE recombinant plasmid was generated and transduced 
into HEK293T cells. After transduction step, positive cells expressing RFP were selected 
with puromycin (1	µg/ml) until a homogenous RFP-positive population was observed. The 
HEK293T stable cells were subsequently stored at -80oC in freezing media (fetal bovine 
serum (FBS) supplemented with 10% DMSO) for further uses.  

 
Production of anti-GD2 TriKE 
Prokaryote 

A positive clone of E. coli BL21 (DE3) containing anti-GD2 TriKE was incubated 
into LB medium supplemented with 100 µg/ml ampicillin. For negative control, competent 
cells of E. coli BL21 (DE3) were inoculated into plain LB medium (without ampicillin), and 
then incubated overnight with constant shaking (250 rpm) at 37oC. After that, the bacterial 
cultures were then inoculated into a fresh LB medium at a dilution of 1:100 and incubated at 
37oC for 4 hours. Then the bacterial cells were collected by centrifugation at 16oC, 5,000 rpm 
for 15 minutes, and fresh LB medium containing 1 mM IPTG, and 100 µg/ml ampicillin was 
then replaced and incubated at 37oC, overnight. To collect E. coli BL21 (DE3) expressing 
anti-GD2 TriKE, centrifugation at 8,000 rpm for 15 minutes, 4oC was performed. Then the 
cell pellets were sonicated on ice using a sonication probe at 20% amplitude 15 sec on/ 15 sec 
off for 10 minutes. After that, centrifugation at 14,000 x g for 10 minutes at 4oC was 
subsequently demonstrated. Finally, the supernatant and pellet cell were collected to detect 
expression of anti-GD2 TriKE by western blot analysis (Figure 3A). 
 
Eukaryote 

To produce anti-GD2 TriKE in HEK293T cells, the HEK293T stable cells secreting 
anti-GD2 TriKE were cultured with DMEM medium (Gibco; Thermo Fisher Scientific, 
Waltham, MA, USA) supplemented with 10% FBS (Gibco; Thermo Fisher Scientific, 
Waltham, MA, USA) in a T75 cell culture flask (Nest Biotechnology, China) and then 
incubated at 37oC with 5% CO2 for overnight. After that, the culture medium was replaced 
with serum-free Optimem (Gibco; Thermo Fisher Scientific, Waltham, MA, USA) cell 
culture medium, and the cells were continuously cultured for 72 hours. The secreted anti-
GD2 TriKE was collected from the culture medium and the expression of the anti-GD2 
TriKE was observed by western blot analysis (Figure 3B). 

 
Results and Discussion:  
Construction and expression of anti-GD2 TriKE  

The recombinant anti-GD2 TriKE was designed to induce the NK cell proliferation 
and bridge the NK cells to cancer cells resulting in enhanced NK cell cytotoxicity (Figure 1A 
and 1B). The construction of the anti-GD2 TriKE was performed using cloning techniques. 
The anti-GD2 TriKE was successfully cloned into both the pET-22b (Figure 1C) and pCDH 
(Figure 1D) vectors. In the prokaryotic system, only one colony of the positive clone was 
able to grow on LB agar supplemented with 100 µg/ml of ampicillin. Positive clone 
identification was performed by colony PCR, and a PCR product of the positive clone was 
observed at 1,518 base pairs (bp) in size (Figure 2A). Additionally, the anti-GD2 TriKE was 
successfully ligated into the pCDH vector, with 13 clones identified by 732 bp PCR products 
(Figure 2B). 

The positive clone of E. coli BL21(DE3) containing the anti-GD2 TriKE was cultured 
and induced to express the anti-GD2 TriKE. The protein had an expected molecular weight of 
59.15 kDa (pI=5.71) according to the Expasy Server calculation 
(https://web.expasy.org/compute_pi/). According to the results shown in Figure 2C, the anti-
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GD2 TriKE was predominantly expressed in E. coli BL21(DE3), as observed by Western blot 
analysis with a size approximately of 63 kDa. In the eukaryotic system, the anti-GD2 TriKE 
clone number 4 was highly expressed in HEK293T cells at the same size as in the prokaryotic 
system (Figure 2D). 

 
Figure 1. Construct of anti-GD2 TriKE  

 
(A)Anti-GD2 TriKE construct, 1,518 bp in size. (B) The mechanism of anti-GD2 TriKE: 
Anti-CD16 recognizes the CD16 receptor on NK cells, Interleukin-15 (IL-15) promotes NK 
cell proliferation, and Anti-GD2 scFv recognizes GD2 on cancer cells. (C) Anti-GD2 TriKE 
in the pET-22b plasmid for the prokaryotic system. (D) Anti-GD2 TriKE in the pCDH 
plasmid for the eukaryotic system. 

According to the results, the production of TriKEs is commonly performed using both 
prokaryotic (Sørensen and Mortensen, 2005) and eukaryotic (Jäger et al., 2013) systems. In 
prokaryotic systems, the pET vector is frequently used for bacterial expression in E. coli 
BL21(DE3) cells under the inducible lac promoter to enhance protein expression (Dilworth et 
al., 2018). In this study, IPTG stimulation was used to induce protein expression. In contrast, 
various vectors are commonly used in eukaryotic expression systems, including pTT5, 
pcDNA3, and pCDH vectors (Jäger et al., 2013). Among these, the pCDH vector has proven 
to be the most effective for TriKE production (Felices et al., 2016). 
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Figure 2. Positive clones and expression of anti-GD2 TriKE 
(A) A positive clone from the prokaryotic system. (B) Positive clones from the eukaryotic 
system. (C) Expression of anti-GD2 TriKE in the prokaryotic system, Lane 1: Cell and 
supernatant of E. coli strain BL21(DE3) containing anti-GD2 TriKE, Lane 2: Cell and 
supernatant of negative control, Lane 3 : Cell of  E. coli strain BL21(DE3) containing anti-
GD2 TriKE , Lane 4: Cell of negative control, Lane 5: Supernatant of E. coli strain 
BL21(DE3) containing anti-GD2 TriKE and Lane 6 : Supernatant of negative control. (D) 
Expression of anti-GD2 TriKE in the eukaryotic system, Lane 1: Untransfected cell (UTF), 
Lane 2:  mCherry, Lane 3: Positive clone number 1, Lane 4: Positive clone number 3, Lane 5: 
Positive clone number 4, Lane 6: Positive clone number 6, Lane 7: Positive clone number 7 
and Lane 8: Positive control. 
 
Production of Anti-GD2 TriKE  

  In the prokaryotic system, the anti-GD2 TriKE was produced and obtained within 24 
hours (Figure 3A), whereas secretion of the anti-GD2 TriKE in the eukaryotic system 
required 4 days (Figure 3B). For prokaryotic production, isolation of the anti-GD2 TriKE 
necessitated sonication, as previously mentioned. The optimal conditions for isolating the 
anti-GD2 TriKE were determined to be 20% amplitude for 10 minutes (Figure 3C). Despite 
this, anti-GD2 TriKE was predominantly found in inclusion bodies (Figure 3C). Longer 
sonication times risked degrading the anti-GD2 TriKE due to heat, leading to lower protein 
yields from degradation. In the eukaryotic system, a homogeneous population of HEK293T 
stable cells secreting anti-GD2 TriKE was observed after puromycin selection (Figure 3D). 
The anti-GD2 TriKE was successfully secreted into the culture medium, in contrast to normal 
HEK293T cell lines (Figure 3E). Additionally, the secreted anti-GD2 TriKE was detected by 
Western blot analysis (approximately 75 kDa) (Figure 3E). 
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To summarize the comparison of prokaryotic and eukaryotic systems for TriKE 
production, the relevant data from this study are compiled and presented in Table 2  

 

 
Figure 3. Production of anti-GD2 TriKE  

(A) Diagram of anti-GD2 TriKE production in the prokaryotic system. (B) Diagram of anti-
GD2 TriKE production in the eukaryotic system. (C) Optimization of sonication conditions 
by varied times; 0, 10, 20 and 30 minutes compared at 20% amplitude. Lysate (L) and 
Inclusion body (IB);  Lane 1: lysate (no sonication), Lane 2 inclusion body (no sonication), 
Lane 3: lysate (10-minute sonication), Lane 4: inclusion body (10-minute sonication), Lane 5: 
lysate (20-minute sonication), Lane 6: inclusion body (20-minute sonication), Lane 7: lysate 
(30-minute sonication) and Lane 8: inclusion body (30-minute sonication). (D) Anti-GD2 
TriKE expression from transduction into HEK293T under inverted fluorescence microscope 
compared with untransduced (negative control) and confirm expression level by Flow 
cytometry. (E) Western blot analysis of anti-GD2 TriKE was secreted from HEK293T cell 
lines into media compared with HEK293T negative. 
 
In our experiment, the anti-GD2 TriKE could not be secreted into the culture supernatant 
(Figure 2C). This issue arises because the pET-22b vector contains a pelB signal sequence 
that directs the protein to be secreted into the periplasm rather than the culture supernatant 
(Low et al., 2013). Consequently, isolation of the TriKE from bacterial cells requires 
additional procedures such as sonication, osmotic shock, detergent treatment, or high-
pressure homogenization (Jalalirad, 2013; Middelberg, 2008; Nossal and Heppel, 1966). The 
sonication technique was used to isolate the anti-GD2 TriKE due to its rapid and simple 
ability to disrupt membranes for recombinant protein extraction (Kim et al., 2011). Other 
approaches were used to isolate the TriKE molecule from bacterial cells including a 
homogenizer cell disruption technique (Schmohl et al., 2017) and a solution containing 
Triton X-100 (Felices et al., 2019).  

Our TriKE produced in the prokaryotic system was found to be in the form of non-
soluble inclusion bodies. Recombinant proteins expressed in prokaryotic systems often 
aggregate into insoluble inclusion bodies and may be inactive (Rosano and Ceccarelli, 2014). 
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Consequently, additional processing is required to recover the recombinant protein 
(Yamaguchi and Miyazaki, 2014). Following recovery, a lower yield and reduced binding 
activity of the recombinant protein have been reported (Clark, 2001). In contrast, TriKEs 
produced in the eukaryotic system are directly secreted into the culture medium, eliminating 
the need for refolding methods. However, a significant limitation of the eukaryotic system is 
its higher production cost, with a notable increase in cost per liter of culture (Table 2). In 
summary, while both prokaryotic and eukaryotic systems offer distinct advantages, the 
optimal system depends on the specific requirements and considerations of the application, 
particularly in the context of immunotherapy development. 
 

Table 2. Comparison of prokaryotic and eukaryotic protein production systems 

 
Note: * Indicates the time period from inoculation to expression, ** Indicates the time period 
from the change of culture media to the collection of supernatant. 
 
Conclusion:  

In this study, the production of anti-GD2 TriKE recombinant protein was successfully 
developed using both prokaryotic and eukaryotic systems. While each production system has 
its own advantages and disadvantages, the comparative analysis presented in this study 
provides valuable insights. This information serves as a useful guide for TriKE development 
and other immunotherapy platforms, particularly for large-scale or industrial production. 
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Abstract:  

The LC50 values of Annona muricata L. extracts (20, 40, 60, 80, and 100 mg/mL), 

determined from brine shrimp cytotoxicity tests and MTT assays on HL-60 and MCF-7 cells, 

exhibited a significant correlation with the total phenolic and flavonoid content of the extracts 

(p < 0.05). The cytotoxicity of the extracts increased in proportion to their phenolic and 

flavonoid concentrations, indicating a dose-dependent response. Apoptosis was induced in a 

concentration-dependent manner, with a marked increase in apoptotic cell populations 

corresponding to higher extract doses. After 24 hours of treatment, the early apoptotic  

cell percentage in HL-60 cells rose to 50.15 ± 0.70% following exposure to the seed  

extract (S/e), while in MCF-7 cells, early apoptosis reached 55.23 ± 0.71% after treatment 

with the methanolic seed extract (S/m). The highest early apoptotic rates were recorded  

in HL-60 cells (63.13 ± 0.64%) and MCF-7 cells (55.23 ± 0.71%) under S/m treatment,  

while the late apoptotic stages were observed at 16.52 ± 0.52% and 13.98 ± 0.67%, 

respectively. Additionally, all extracts induced a time-dependent increase in the protein 

expression of apoptotic markers, including caspase-3, caspase-8, and p53, while significantly 

downregulating Bcl-2 expression, highlighting the apoptotic pathway activation. 

 

Introduction:  

Plants have long been central to pharmacological research due to their rich diversity of 

bioactive metabolites, which provide a wide spectrum of therapeutic properties. Between 

1981 and 2012, natural products contributed to the development of nearly 60% of  

all therapeutic agents, with the figure rising to approximately 75% for anticancer drugs. 

Despite these advances, many plant species remain underexplored, requiring detailed 

scientific investigations. Species with extensive traditional use are especially promising  

for yielding new active compounds for treating various diseases, highlighting the need  

to validate traditional applications and elucidate underlying mechanisms to develop new 

pharmaceuticals1,2,3. 

Annona muricata L., commonly known as soursop or graviola, is a tropical tree from 

the Annonaceae family. It is widely recognized in ethnobotanical practices for treating 

various ailments, including fever, pain, asthma, and skin conditions. Notably, A. muricata has 

garnered attention for its potential anticancer properties, earning the title "cancer killer"4,19 

due to its cytotoxicity against a wide range of cancer cell lines. Traditional uses of A. 

muricata leaves and seeds in South America and Africa, particularly Nigeria, for cancer 

treatment have spurred scientific interest in understanding its anticancer mechanisms5,6. 

However, the detailed effects of A. muricata extracts on specific cancer cell lines, such as 

human promyelocytic leukemia (HL-60) and hormone-dependent breast carcinoma (MCF-7), 

remain inadequately explored. 

Extensive chemical investigations of A. muricata leaves and seeds have identified a 

broad range of bioactive compounds, including acetogenins, alkaloids, and essential oils. 
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Acetogenins, in particular, are notable for their potent antitumor, cytotoxic, and antiparasitic 

activities. Over 50 mono-THF acetogenins have been isolated from A. muricata seeds and 

leaves, with compounds such as epomuricenins-A and B, montecristin, and muridienins 

showing potential as key intermediates in acetogenin biosynthesis. Recent studies have also 

identified sabadelin, a novel compound that may serve as a precursor to other bioactive 

acetogenins7,8. 

In addition to its anticancer properties, soursop is recognized for its complex aroma, 

with over 114 volatile compounds, predominantly esters, contributing to its unique profile. 

Comprehensive analyses using gas chromatography and mass spectrometry have identified 

key volatile compounds, including esters, alcohols, terpenes, acids, and ketones, which play a 

role in the fruit's sensory characteristics. Furthermore, soursop seed meal contains (S)-

oxynitrilase, an enzyme with promising biocatalytic properties17,18,19. 

Given the promising preliminary findings on the bioactive compounds of A. muricata 

and its traditional uses, this study aims to investigate the cytotoxic and antiproliferative 

effects of A. muricata leaves and seed extracts on HL-60 and MCF-7 cancer cell lines. 

Specifically, the research seeks to correlate the cytotoxic effects with the total phenolic and 

flavonoid content of the extracts and explore the apoptotic pathways activated by these 

compounds. By providing deeper insights into the mechanisms of action of A. muricata, this 

study aims to contribute to the potential development of new anticancer therapies based on 

natural products.  

 

Methodology:  

Plant Material 

Fresh leaves and ripe fruit seeds of A. muricata L. (four years old) were collected in 

November 2012 from the botanical garden at Thaksin University, Thailand. The plant 

samples were identified, and voucher specimens were deposited in the herbarium of the 

Department of Biology, Faculty of Science and Digital Innovation, TSU with the voucher 

number TSU-260315. 

 

Sample Preparation 

The collected leaves and seeds of A. muricata L., each weighing 1 kg, were cleaned and air-

dried at room temperature. The dried plant parts were then ground into a fine powder. A total 

of 200 g of the ground leaves and seeds were separately soaked and macerated in 500 ml of 

70% ethanol and 100% methanol, each in triplicate, at room temperature for 24 hours. The 

extracts were filtered using Whatman No. 1 filter paper (Whatman Inc., Hillsboro, OR, USA) 

and concentrated under reduced pressure at 50°C using a rotary evaporator. The crude 

extracts were freeze-dried and stored at -20°C. For experimentation, the dried extracts were 

weighed and stored at 4°C without further purification. 

 

Cytotoxicity Effect by Brine Shrimp Lethality Test (BSLT) 

Dried brine shrimp (Artemia sp.) cysts were hatched in artificial seawater (3.8% NaCl, w/v) 

at room temperature (25°C). To ensure that mortality observed during the bioassay was due 

to bioactive compounds, the larvae were not fed. After hatching, the nauplii were transferred 

to a 24-well plate for treatment. Ten nauplii in 200 µL of suspension were added to each well 

containing 50 µL of ethanolic and methanolic extracts at various concentrations (20, 40, 60, 

80, and 100 mg/mL). The plates were covered and incubated at room temperature for 24 

hours. Dead (non-motile) and live brine shrimp were then counted4. Six replicates were 

performed for each treatment, and the corrected mortality was calculated using Abbott’s  

formula. Finney’s probit analysis was used to determine the lethal concentration to half of the 

test organisms (LC50) and to obtain nonlinear regression data. 
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Cell Culture 

The human promyelocytic leukemia cell line (HL-60) was obtained from the European 

Collection of Cell Cultures (ECCC, Sigma-Aldrich, India) and cultured in RPMI-1640 

medium. The hormone-dependent human breast carcinoma cell line (MCF-7) was purchased 

from the American Type Culture Collection (ATCC, Sigma-Aldrich, USA) and maintained in 

DMEM medium. Both cell lines were supplemented with 10% fetal bovine serum (FBS) and 

1% penicillin-streptomycin (10,000 U/mL penicillin G sodium and 104 µg/mL streptomycin 

sulfate in 0.85% saline). Cells were seeded at a density of 5 × 10⁵ cells/mL in 75 cm² cell 

culture flasks (BD Falcon, BD Biosciences, San Jose, CA, USA) with 10 mL of fresh 

medium and incubated in a 5% CO2 atmosphere at 37°C with 95% humidity. Cell viability 

was monitored using trypan blue staining, and exponentially growing cells (1 × 10⁶ cells/mL) 

were harvested, counted, and used for further assays. 

 

Antiproliferative Effects on Cultured Cell Lines by MTT Assay 

The MTT assay is a colorimetric test based on the conversion of yellow tetrazolium bromide 

(MTT) into purple formazan by mitochondrial succinate dehydrogenase in viable cells. HL-

60 and MCF-7 cells were seeded in 96-well plates (Nunc, Denmark) at a density of 1 × 10⁵ 

cells/well in 100 μL of medium and incubated for 24 hours in a 5% CO2 atmosphere at 37°C. 

Test extracts, diluted to final concentrations of 20, 40, 60, 80, and 100 mg/mL, were added 

(100 μL/well), and the plates were incubated for another 24 hours at 37°C. Subsequently, 50 

μL of MTT reagent (5 mg/mL in phosphate-buffered saline, pH 7.4) was added to each well 

and incubated for an additional 4 hours. After removing the MTT, the cells were washed with 

1× PBS, and 200 μL of DMSO was added to dissolve the formazan precipitate. The optical 

density was measured using an ELISA reader (LX-800) at 540 nm, with DMSO serving as a 

blank. The absorbance was plotted against sample concentrations to calculate the IC50 (the 

concentration required to reduce the absorbance of MTT by 50%) using nonlinear regression. 

 

Observation of Apoptotic Cell Morphology 

HL-60 and MCF-7 cells in the log-phase of growth were transferred from 25 cm² cell culture 

flasks to sterilized 24-well plates (1×10⁶ cells/2 mL/well) and cultured at 37°C under a 

humidified atmosphere of 5% CO2. The cells were treated with extracts (100 µL) at 

concentrations of 20, 40, 60, 80, and 100 mg/mL and incubated for 24 hours under the same 

conditions. After incubation, the cells were harvested, washed twice with cold 1× PBS (pH 

7.4), and fixed with 500 µL of 10% formaldehyde (v/v) for 5-10 minutes. The cells were then 

washed with 1× PBS and stained with 0.2 µg/mL Hoechst 33342 in PBS for 15 minutes. 

Morphological changes were observed and photographed using a digital microscope camera 

(DP50 + View Finder Lite Programme, Olympus). LC50 was calculated using nonlinear 

regression. 

 

DNA Fragmentation 

HL-60 and MCF-7 cells were cultured, washed, and harvested before DNA extraction and 

electrophoresis. Briefly, log-phase cells were transferred from 25 cm² cell culture flasks to 

sterilized 24-well plates (1 × 10⁶ cells/2 mL/well) and incubated at 37°C in a humidified 

atmosphere of 5% CO2. Cells were treated with various concentrations of extracts (20, 40, 

60, 80, and 100 mg/mL) and incubated for 24 hours. After treatment, the cells were 

harvested, washed with cold PBS (pH 7.4), and lysed with lysis buffer (pH 7.5) containing 

0.5% SDS, 25 mM Tris-HCl, 0.5% proteinase K, and 5 mM EDTA at 55°C for 1 hour. 

Proteins were precipitated using phenol-chloroform-isoamyl acetate (25:24:1), and DNA was 
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isolated with 3 M sodium acetate (pH 5.2) and absolute ethanol. The DNA was washed, 

dried, and resuspended in Tris-EDTA (TE) buffer containing 100 µg/mL RNase A at 37°C 

for 30 minutes. Approximately 15 µg of DNA was electrophoresed on a 1.5% agarose gel, 

stained with ethidium bromide, and visualized under UV light to observe the DNA ladder. 

 

Annexin V-FITC Assay 

The early and late apoptosis of HL-60 and MCF-7 cells was assessed using the Annexin-V/PI 

staining assay. Cells (1 × 10⁶) were plated in culture dishes and treated with sample extracts 

(20 mg/mL) for 24 hours. After treatment, the cells were harvested, washed twice with 1× 

PBS, and stained with Annexin-V/PI following the manufacturer’s protocol. Early and late 

apoptosis of the HL-60 and MCF-7 cells was then analyzed by flow cytometry (BD 

FACSCanto™  II, San Jose, CA, USA). PI was used to detect late apoptosis and necrosis, 

while Annexin-V was used for early and late apoptosis. RNase A (10 mg/mL) was applied to 

limit the ability of PI to bind exclusively to DNA molecules. The cells were then centrifuged 

at 12,000 × g for 20 minutes. The resulting lysates were stored at -80°C for subsequent 

analysis. 

 

Preparation of Protein Lysate 

During log-phase growth, sub-cultured cells (1 × 10⁶ cells/2 mL/mL) were transferred from 

25 cm² cell culture flasks to sterile 24-well plates and incubated at 37°C in a humidified 

atmosphere of 5% CO2. The cells were treated with extracts (100 µL) at a concentration of 

20 mg/mL for 3, 6, 9, 12, and 24 hours. After treatment, the cells were washed once in cold 

1× PBS and suspended in 100 µL of lysis buffer containing 50 mM Tris-HCl (pH 7.4), 150 

mM HCl, 1% NP-40, 0.5% DOC, 0.1% SDS, and 1 mM PMSF for 40 minutes. 

 

Determination of Protein Concentration 

Protein concentrations were measured in triplicate using the Bradford assay.5 A 10 µL aliquot 

of the lysate was mixed with 100 µL of diluted dye reagent (1:5 dilution), and the reaction 

mixture was incubated at 37°C for 30 minutes. Absorbance was measured at 595 nm, using 

bovine serum albumin (BSA) as the standard protein. 

 

SDS-PAGE Gel Electrophoresis and Western Blot 

To evaluate the impact of the sample extracts on HL-60 and MCF-7 cell lines, Western  

blot analysis was performed over a 24-hour period. Denaturing polyacrylamide gel 

electrophoresis (SDS-PAGE) was conducted. Protein samples (100 µg) were mixed with  

4 parts of 5× SDS-gel loading buffer, containing 2.5 M Tris-base, 10% SDS, 0.5% 

bromophenol blue, 50% glycerol, and 20% mercaptoethanol, boiled for 5 minutes, and loaded 

onto a 12% SDS polyacrylamide gel. The gel was electrophoresed at 100 V for 45 minutes, 

and the separated proteins were electrotransferred onto Immobilon-P PVDF transfer 

membranes at 70 V for 1.5 hours at 4°C. Amido Black staining was used to verify protein 

transfer efficiency, and the gels were stained with Coomassie blue for confirmation. 

The blotted membranes were blocked with 0.1% Tween-20 in Tris-buffered saline 

(TBST) containing 5% nonfat dry milk for 20 minutes at room temperature. The blots were 

then incubated with primary antibodies against caspase-3, caspase-8, p53, or Bcl-2 (diluted 

1:1000) for 1 hour at room temperature, followed by washing in TBST (3 × 5 minutes). The 

membranes were then incubated with horseradish peroxidase (HRP)-conjugated goat anti-

mouse secondary antibody (diluted 1:2000) for 1 hour and washed again in TBST (3 × 5 

minutes). Tetramethylbenzidine (TMB) substrate was added in the dark to visualize the HRP-

substrate reaction, forming a blue precipitate at the sites of HRP activity. The developed 
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bands were photographed, with actin used as a loading control and 0.1% fetal calf serum 

(FCS) as a positive control in SDS-PAGE. 

After the initial analysis, the blots were stripped using stripping buffer containing 0.2 

M glycine (pH 2.2), 150 mM NaCl, and 0.1% Tween-20 for 30 minutes at 50°C. The 

membranes were re-blocked with 0.1% Tween-20 in TBST containing 5% nonfat dry milk 

for 20 minutes and washed with TBST (3 × 5 minutes). The blots were then re-probed with 

antibodies against actin, followed by incubation with HRP and TMB solution as per the 

above protocol. The final blots were photographed to confirm the presence of apoptotic 

proteins. 

 

Statistical Analyses 

Statistical analysis was performed using Student’s t-test and one-way analysis of variance 

(ANOVA). A p-value of less than 0.05 was considered statistically significant. Data were 

presented as means ± standard deviation (SD). The analyses were conducted using the SAS 

Statistical Software Package (release 8.02; SAS Institute Inc., Cary, NC, USA). 

 

 
 

Figure 1. 

Methodology for cytotoxic and antiproliferative effects of Annona muricata L. extracts on HL-60  
and MCF-7 Cells 

Results and Discussion:  

The brine shrimp lethality test (BSLT) is a commonly employed bioassay for detecting a 

wide range of bioactivities in crude extracts. This method is cost-efficient, simple to learn, 

and requires only a small amount of test material. Importantly, BSLT shows a strong 

correlation with cytotoxic activity, making it a reliable predictor of plant toxicity. However, 

unlike mammalian systems, brine shrimp lack the Cytochrome P-450 enzymes necessary for 

metabolizing or detoxifying certain chemicals and exhibit different purine metabolism1,2,15. 
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Despite these differences, brine shrimp bioassays have been successfully used to identify 

biologically active compounds that inhibit protein synthesis in mammalian cells by affecting 

RNA polymerase and ATPase systems. The mortality response of 24-hour-old brine shrimp 

larvae exposed to five different concentrations (20-100 mg/mL) of A. muricata L. extracts 

over 24 hours. Among the extracts, S/m was the most toxic, while L/e showed the highest 

LC50. The LC50 values ranked the extracts as S/m > S/e > L/m > L/e, with values of 24.14 ± 

0.20, 38.75 ± 0.29, 67.27 ± 0.32, and 85.11 ± 0.25 mg/mL, respectively. The cytotoxic effects 

of these extracts were correlated with their total phenolic and flavonoid content. The BSLT 

has been widely used as an initial screen for assessing the bioactivity of crude plant extracts.  

In this study, A. muricata L. extracts showed a range of toxicities, with the methanolic 

seed extract (S/m) being the most potent and the ethanolic leaf extract (L/e) displaying  

the highest LC50 value. This is consistent with studies that have demonstrated the strong 

cytotoxic properties of acetogenins, particularly those found in A. muricata seeds. 

Acetogenins, such as annonacin, inhibit mitochondrial complex I, leading to ATP depletion 

and apoptosis, a mechanism supported by the high toxicity observed in seed extracts3,18,19. 

The ranking of LC50 values in this study (S/m > S/e > L/m > L/e) corresponds to the findings 

of other studies that emphasize the higher potency of seed-based extracts. 

The cytotoxic properties of A. muricata L. extracts were tested by assessing their 

effects on the proliferation of the human promyelocytic leukemia cell line (HL-60) and the 

hormone-dependent human breast carcinoma cell line (MCF-7) using the MTT assay. This 

assay uses a yellow, water-soluble tetrazolium salt, which is converted by metabolically 

active cells into a water-insoluble dark blue formazan through the reductive cleavage of the 

tetrazolium ring (Hansen, Nielsen, and Berg, 1989). HL-60 and MCF-7 cells were treated 

with varying concentrations of the extracts (20-100 mg/mL) for 24 hours at 37°C, after which 

cell viability was determined. Interestingly, the methanolic seed extract showed significant 

potency against both cell lines. The LC50 values for HL-60 and MCF-7 cells treated with the 

S/m extract were 25.04 ± 0.32 mg/mL and 38.22 ± 0.21 mg/mL, respectively. These LC50 

values were correlated with the total phenolic and flavonoid content of the A. muricata L. 

extracts. When evaluating the cytotoxic effects on HL-60 and MCF-7 cancer cell lines, the 

methanolic seed extract (S/m) was most effective, with LC50 values of 25.04 mg/mL for HL-

60 cells and 38.22 mg/mL for MCF-7 cells. These results align with previous research that 

highlights the anticancer potential of A. muricata due to its acetogenins and flavonoids, 

where acetogenins from A. muricata disrupted mitochondrial functions in cancer cells, 

leading to apoptosis1,2,3. Moreover, the correlation between the cytotoxicity and the phenolic 

and flavonoid content of the extracts further supports these compounds' roles in the 

anticancer activity observed in various studies10,17,18. 

Further investigation into the effects of A. muricata L. extracts on nuclear changes in 

HL-60 and MCF-7 cell lines was conducted using the Hoechst 33258 staining test at 

concentrations ranging from 20 to 100 mg/mL over 24 hours. Hoechst 33258 is a blue 

fluorescent dye that stains cell nuclei and is membrane-permeable. After 3 hours of treatment, 

significant nuclear morphological changes were observed. Treated cells showed fragmented 

nuclei with a blebbing appearance, while untreated control cells displayed normal nuclear 

morphology. These results suggest that the methanolic and ethanolic extracts from the leaves 

and seeds of A. muricata L. induced apoptosis in a dose-dependent manner, with an increase 

in the number of apoptotic cells correlating with the extract concentration. 

As apoptosis progresses, characteristic changes in cellular and nuclear morphology 

occur, including the fragmentation of chromosomal DNA into small pieces. These DNA 

fragments are typically observed as a DNA ladder on a 1.5% agarose gel, reflecting DNA 

fragmentation due to the activation of an endogenous endonuclease. After 24 hours, a dose-

dependent increase in the number of cancer cell nuclei with condensed and fragmented 
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morphology was noted. Agarose-gel electrophoresis of DNA from treated cells revealed a 

ladder-like pattern, which was dose-dependent when compared with the control. The nuclear 

morphology changes characteristic of apoptosis were accompanied by a biochemical event: 

the endonuclease-mediated cleavage of nuclear DNA, leading to the formation of dense, 

crescent-shaped chromatin aggregates along the nuclear membrane3,10.  
 

 
Figure 2. 

The apoptotic rate (%) of HL-60 (1A-1E) and MCF-7 (2A-2E) cells after 24 hours of 

treatment with A. muricata L. extracts. 1A-2A: Untreated cells; 1B-2B: Cells treated with 100 

mg/mL of methanolic seed extract (arrows indicate apoptotic fragmented cells, scale bar = 

100 μm); 1C-2C: DNA fragmentation in cells treated with 20-100 mg/mL of methanolic seed 

extract (M = marker; C = untreated cells); 1D-2D-1E-2E: Detection of apoptosis in cells 

using the Annexin V-FITC assay after incubation with 20 mg/mL of methanolic seed extract 

(D = viable untreated cells; E = early and late apoptotic cells). 

 

In this study, low molecular mass DNA fragments (<200 bp) were analyzed on a 1.5% 

agarose gel and compared with a 1 Kb DNA standard marker. Hansen et al. (1989) noted that 

the formation of DNA fragments of oligonucleosomal size (180-200 bp) is a hallmark of 

apoptosis in many cell types.The characteristics of DNA cleavage, identifying three types that 

differentiate apoptosis from necrosis: internucleosomal DNA cleavage (180-200 bp), large 

DNA fragments (50-300 bp), and single-strand cleavage. During early apoptosis, pyknosis is 

a key feature, followed by late apoptosis, characterized by cell membrane blebbing and the 

formation of apoptotic bodies. The effects of A. muricata L. extracts (20 mg/mL) on early and 
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late apoptosis in HL-60 and MCF-7 cells were observed using the Annexin-V/PI staining 

assay via flow cytometry. Propidium iodide (PI) was used to detect late apoptosis and 

necrosis, while Annexin-V was used to identify both early and late apoptosis. RNase A was 

employed to restrict PI binding to DNA molecules. After 24 hours of treatment, the 

percentage of early apoptotic HL-60 cells increased to 50.15 ± 0.70% with S/e extract 

exposure, and to 55.23 ± 0.71% in MCF-7 cells with S/m extract. The highest rates of early 

apoptosis were observed with S/m treatment, reaching 63.13 ± 0.64% in HL-60 cells and 

55.23 ± 0.71% in MCF-7 cells, while late apoptotic stages showed rates of 16.52 ± 0.52% 

and 13.98 ± 0.67%, respectively. Apoptosis is a tightly regulated process, resulting in distinct 

cellular changes such as cell compaction, chromatin condensation, DNA degradation, 

membrane blebbing, and the formation of apoptotic bodies.These morphological changes, 

including chromatin condensation and nuclear shrinkage, can be observed under fluorescence 

microscopy after staining with DNA-specific fluorochromes12,13. Lower levels of apoptosis 

may be due to defective apoptotic pathways in tumor cells, where overexpression of inhibitor 

proteins suppresses apoptotic activators. HL-60 and MCF-7 cells were used to evaluate the 

expression of key apoptotic proteins, including caspase-3, caspase-8, Bcl-2, and p53. The 

cells were treated with 20 mg/mL extracts for 3, 6, 9, 12, and 24 hours. Western blot analysis 

revealed that the expression of caspase-3 (17 kDa), caspase-8 (20 kDa), and p53 (53 kDa) 

proteins increased significantly in a time-dependent manner, while Bcl-2 (26 kDa) expression 

was significantly downregulated. The relative density of apoptotic protein expression over 

time in HL-60 and MCF-7 cells. These findings suggest that methanolic and ethanolic 

extracts from A. muricata L. leaves and seeds may disrupt apoptotic protein expression in the 

tested cells (Figure 3). 

 

 
Figure 3. 

Effect of methanolic seed extract of A. muricata L. on the expression of p53, Bcl-2, Caspase-

8, and Caspase-3 proteins in HL-60 (A) and MCF-7 (B) cells. Cells were treated with the 

extract (20 mg/mL) for 0 to 24 hours. The blots were re-probed with an anti-α-actin antibody 

to confirm equal protein loading, with 0.1% FCS serving as a positive control. Protein lysates 

were separated on 12% SDS-PAGE, electrotransferred onto a PVDF membrane. The 

membrane was blocked with 0.1% (v/v) Tween-20 in Tris-buffered saline (TBST) containing 

5% (w/v) nonfat dry milk for 20 minutes, then subjected to immunoblotting with anti-

caspase-3, caspase-8, Bcl-2, and p53 antibodies, followed by incubation with goat anti-mouse 

IgG-HRP and developed with Tetramethylbenzidine (TMB) substrate. 

 

Apoptosis plays a crucial role in development, tissue homeostasis, and the elimination 

of damaged cells in multicellular organisms. Dysregulation of apoptosis is observed in many 

types of tumors14,17,18. The results of this study demonstrated that A. muricata L. extracts 
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induced apoptosis in HL-60 and MCF-7 cells, as evidenced by loss of cell viability, 

chromatin condensation, DNA fragmentation, and the detection of apoptotic proteins 

(caspase-3, caspase-8, p53, and Bcl-2). The prevention of apoptosis is often associated with 

the upregulation of Bcl-2 and downregulation of Bax. Mutations in the Bcl-2 gene contribute 

to cancers by compromising normal cell death mechanisms, weakening the anti-apoptotic 

influence of Bcl-2. This research showed that A. muricata L. extracts significantly 

downregulated anti-apoptotic Bcl-2 protein in a time-dependent manner. It was confirmed 

that Bcl-2 protein originates within the nucleus when DNA is damaged, potentially relating to 

the upregulation of pro-apoptotic Bax protein, which forms pores in the outer mitochondrial 

membrane to release cytochrome c. The apoptotic induction observed in both cell lines was 

characterized by nuclear morphological changes, including chromatin condensation, DNA 

fragmentation, and the formation of apoptotic bodies. These findings were confirmed by 

Hoechst staining and DNA fragmentation assays, consistent with previous studies that 

reported similar apoptotic mechanisms. A. muricata extracts trigger apoptosis through 

caspase activation, with increased expression of p53 and downregulation of anti-apoptotic 

proteins like Bcl-215,17,18 which is in line with result observations of caspase-3 and caspase-8 

activation and Bcl-2 downregulation. 

Apoptosis, a crucial process in development and tissue homeostasis, involves changes 

in the expression of specific genes and can be triggered by various internal and external 

signals. Central to this process are the caspases, a family of 14 cysteine proteases that cleave 

cellular proteins at aspartic acid residues. Caspases are synthesized as inactive zymogens and 

are activated through a hierarchical pathway involving both intrinsic and extrinsic 

mechanisms, converging at caspase-3. The activation of caspase-3 leads to the execution 

phase of apoptosis, where “executioner” caspases are triggered. During apoptosis, cells 

exhibit elevated levels of cytochrome c in the cytosol due to its release from mitochondria, 

which activates caspase-3 by proteolytic cleavage, forming an active heterodimer. Active 

caspase-3 degrades poly (ADP ribose) polymerase (PARP), thereby disabling DNA repair 

and triggering further caspase activation. 
Western blot analysis of treated HL-60 and MCF-7 cells reveals time-dependent 

increases in p53 and caspase expression, indicating induced apoptosis, while Bcl-2 

expression decreases, supporting the activation of apoptotic pathways. Apoptotic signals from 

death receptors activate the Death Inducing Signaling Complex (DISC), which in turn 

activates caspase-8, initiating a cascade that processes effector caspases leading to apoptosis. 

Caspase-8 bridges both extrinsic and intrinsic apoptotic pathways. Intracellular apoptotic 

signals often originate in the nucleus due to DNA damage, which activates p53, a tumor 

suppressor that promotes pro-apoptotic Bcl-2 family members while suppressing anti-

apoptotic proteins like Bcl-2 and Bcl-XL15,18. Bcl-2, an anti-apoptotic protein, promotes cell 

survival by stabilizing the mitochondrial membrane and preventing cytochrome c release. In 

contrast, Bax, a pro-apoptotic protein and p53 target, promotes apoptosis by increasing 

mitochondrial membrane permeability, leading to cytochrome c release and subsequent 

caspase activation16. 

The DNA fragmentation and caspase activation results in study, as revealed by 

agarose-gel electrophoresis and Western blot analysis, align with the apoptotic mechanisms 

reported in other cancer studies involving A. muricata. Findings of time-dependent increases 

in p53, caspase-3, and caspase-8, alongside the downregulation of Bcl-2, are consistent with 

the literatures17,18, where A. muricata extracts were shown to induce apoptosis via intrinsic 

and extrinsic pathways. Overall, the findings from this study are strongly supported by 

existing literature on the bioactivity of A. muricata L., reinforcing the potential of its extracts, 
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particularly those from the seeds, as promising anticancer agents. The consistency results 

with the cytotoxicity and apoptotic mechanisms identified strengthens the evidence for A. 

muricata's therapeutic applications in cancer treatment. 

 

Conclusion:  

In conclusion, the LC50 values of A. muricata L. extracts, determined through brine shrimp 

cytotoxicity tests and MTT assays on HL-60 and MCF-7 cells, revealed a strong correlation 

with their total phenolic and flavonoid content. The extracts exhibited a dose-dependent 

induction of apoptosis, with higher concentrations significantly increasing the number of 

apoptotic cells. Early apoptotic responses were notably evident in both cell lines, especially 

with the S/m extract. Furthermore, the extracts led to a time-dependent increase in the levels 

of caspase-3, caspase-8, and p53 proteins, while reducing Bcl-2 expression, thereby 

emphasizing the activation of apoptotic pathways. These findings underscore the potential of 

A. muricata L. as a valuable source of anticancer compounds. However, the study's 

limitations, such as the lack of in vivo testing and mechanistic studies, should be addressed in 

future research to fully validate these promising results. 
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Abstract:  

In this study, we developed a method for detection of Burkholderia pseudomallei, the 

etiologic pathogen of a severe infectious disease known as melioidosis, using 

CRISPR/Cas12a. The detection depends on the nonspecific endonuclease activity of Cas12a 

which is binding to a specific target DNA via programmable guide RNA (gRNA). The 

specific marker, open reading frames: orf2, from T3SS-1 gene cluster of B. pseudomallei was 

selected for gRNA design. The DNA of B. pseudomallei was extracted from the colony 

suspension by boiling method. The results revealed that the digestion reaction involving the 

gRNA specific for orf2 generated DNA fragments. This finding suggested that the newly 

designed gRNA was specific to the target DNA sequence leading to the digestion activity by 

Cas12a enzyme. Additionally, the target-activated CRISPR/Cas12a cleavage activity was 

verified based on signal amplification of signal of single stranded DNA fluorophore-quencher 

(ssDNA-FQ) reporter. The result revealed that an increased generation of fluorescence signal, 

which was observed in the wild type B. pseudomallei strain K96243 and B. pseudomallei 

isolated from clinical sample but not in B. thailandensis. This concludes that the newly 

designed gRNA of orf2 could specifically detect B. pseudomallei, but not other pathogens 

and can be used for the development of a rapid diagnostic tool for melioidosis, such as 

recombinase polymerase amplification lateral flow dipstick. 

 

Introduction:  

Melioidosis is a serious infectious disease with a high mortality rate caused by           

B. pseudomallei, an environmental aerobic Gram-negative bacillus. The disease in humans 

ranges from asymptomatic to focal infections and can be life-threatening due to rapid fatal 

septicemia.4,9 An early diagnosis of the disease could decrease the fatal rate of the patients. 

Identification of B. pseudomallei from clinical specimens in a hospital laboratory is typically 

done through laboratory tests followed by biochemical identification. Although this technique 

is specific and relatively inexpensive, definitive identification of B. pseudomallei requires 
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expertise and can be time-consuming (5 to 7 days). Conventional culture method is the 

routine gold standard for diagnosis melioidosis. However, this method has a limited 

diagnostic sensitivity, because of the low B. pseudomallei numbers in clinical samples or the 

presence of unculturable forms of the organism that have been associated with previous 

antibiotic treatment in some patients.  Many cases have been underdiagnosed or 

misdiagnosed as a Pseudomonas species because of similar colony morphology in blood 

agar, Gram staining and biochemical tests such as positive oxidase test. The detection of       

B. pseudomallei is difficult in routine culture media because it mimics contaminants, and the 

overgrowth of normal flora is observed.7  

Recently, nucleic acid detection technology based on clustered regularly interspaced 

short palindromic repeats (CRISPR)/CRISPR-associated protein12a (Cas12a) 

(CRISPR/Cas12a) has been developed and demonstrate high sensitivity, specificity and 

reliability. The detection relies on the target-activated nonspecific endonuclease activity of 

Cas12a after binding to a specific target DNA via programmable guide RNAs (gRNA) By 

combining the programmable specificity of Cas12a with a reporter molecule that is activated 

upon target recognition, these enzymes result in specific and sensitive indications of the 

presence or quantity of nucleic acid.3 

Hence, the objective of this study was to develop a diagnostic tool based on a 

molecular detection system for B. pseudomallei using CRISPR-CAS12a technology. In this 

study, we selected open reading frames: orf2 from T3SS-1 gene clusters of T3SSs. The 

T3SS-1 gene cluster is present only in B. pseudomallei and not in avirulent B. thailandensis. 

Furthermore, orf2 was found to be present in B. pseudomallei and not in the related B. mallei 

or B. thailandensis.8 

 

Methodology:  

Bacterial Strains and DNA extraction 

The clinical isolates of B. pseudomallei were obtained from Chaophaya 

Abhaibhubejhr Hospital. The wild-type B. pseudomallei strain K96243 and B. thailandensis 

were obtained from the Faculty of Medicine, Khon Kean University. The isolates of              

B. pseudomallei, B. pseudomallei strain K96243 and B. thailandensis were inoculated on 

blood agar and incubated at 37 ºC for 48 h. The bacterial colonies from the medium culture 

were used for DNA extraction by modified boiling method.1 

 

Selection of specific B. pseudomallei genes and gRNA design 

The specific gene for B. pseudomallei was selected for a guided RNA design. The 

open reading frames: orf2 from T3SS-1 was reported as specific markers for                          

B. pseudomallei that was used in this study.2,6,8 The sequence of orf2 was obtained from the 

completed B. pseudomallei K96243 genome sequence at the GenBank accession number 

AF074878 deposited by Winstanley et al.10  Sequence specificity was checked by BLAST 

searches for nearly exact matches via the site http://www.ncbi.nlm.nih.gov/BLAST/. Single 

nucleotide gRNA for orf2 was designed to be complementary to the target site as well as a    

5´ TTTV protospacer adjacent motif (PAM) on the DNA strand opposite the target as shown 

in Table 1. 

 

Table 1 The sequence of specific gRNA of orf2 from T3SS-1 of B. pseudomallei. 

Target site Sequence of gRNA Size of bp 

       orf2 GAUAUCCAUAGGAUCGUCGC 20 
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Detection of orf 2 of B. pseudomallei by polymerase chain reaction (PCR) amplification 

PCR reactions were performed to detect orf2 of  B. pseudomallei situated within the 

gene cluster encoding  T3SS-1. The primers were designed from the published sequence 

of strain K96243 at the GenBank accession number AF074878 by using The Primer-BLAST 

software, NCBI. The primers used in this study are shown in Table 2. Briefly, in each PCR 

reaction, the total volume of 50 µl contained 25 µl of GoTaq® Hot Start Colorless Master 

Mix (Promega, Madison, WI, USA), 2 µl of genomic DNA as template, and 10 µM of each 

forward and reverse primer. The BIO-RAD T100 thermal Cycler obtained from ICON@IBP 

Tower, Singapore is the instrument used to amplify DNA. Initially, the samples were 

subjected to gradient PCR (55–65 °C) to optimize the annealing temperature for each primer. 

The amplification steps were 1 cycle of initial denaturation at 95 °C for 2 min, 30 

amplification cycles with denaturation at 95 °C for 30 s, annealing at 61.4 °C for 45 s and 

elongation at 72 °C for 20 s, and the last step was followed by a final extension at 72 °C for 5 

min. Nuclease-free water was used as a negative control for PCR. The PCR products were 

electrophoresed through 2% agarose gel containing ViSafe Green Gel Stain (Vivantis, 

Malaysia) using 1X TBE buffer at 100 Volt (V) for 45 min. Finally, the gel was visualized 

and photographed under ultraviolet light by Gel Doc Vilber, France. 

 

Table 2 Forward and reverse primers used for detection of orf2 gene of B. pseudomallei and 

PCR product size 

 

 

In vitro digestion activity of Lba Cas12a (Cpf1) on B. pseudomallei  DNA target   

For testing the specificity of the designed gRNA to B. pseudomallei DNA target, this 

study used EnGen®️ Lba Cas12a (Cpf1) (New England BioLabs, USA) for digestion reaction. 

All components were pre-incubated at room temperarture (RT) for 10 min prior to adding the 

PCR product of orf2 at the concentration of 439 ng/ µl. Briefly, the digestion reaction was 

performed in the total volume of 20 µl mixed with the following components: 439 ng/µl of 

orf2 PCR product of  B. pseudomallei containing the target sequence, 6 µl of 300 nM gRNA 

containing the target sequence in the region of interest, 2 µl of 1 µM Cas12a, 2 µl of 10X 

reaction buffer, and nuclease-free water. The two control samples consisted of all 

components without DNA and another sample containing all components except gRNA. 

After that, the mixture was incubated at 37 °C for 30 min and the digestion results were 

electrophoresed through 2.5 % agarose gel containing ViSafe Green Gel Stain (Vivantis, 

Malaysia) using 1X TBE buffer at 100 V for 45 min. Finally, the gel was visualized and 

photographed under ultraviolet light by Gel Doc (Vilber, France). 

 

Measurement the signal of single stranded DNA fluorophore-quencher (ssDNA-FQ reporter) 

of FAM-BHQ1 in CRISPR/Cas12a system 

The digestion reaction from CRISPR/Cas12a system at the DNA target of                  

B. pseudomallei was detected using ssDNA-FQ reporter molecules. The ssDNA-FQ reporter 

was synthesized with a fluorescein reporter molecule attached at 5′ end and black hole 

quencher 1 on the 3′ end as shown in Table 3. The following reaction of CRISPR/Cas12a 

system with ssDNA-FQ reporter was performed in the total volume of 80 µl containing 8,000 

ng of DNA template from PCR product of orf2 containing the target sequence, 6 µl of gRNA 

(300 nM), 1 µl of Cas12a (1 µM), 8 µl of 10X reaction buffer, 0.5 µl of ssDNA-FQ (10 µM) 

Target site Oligonucleotide sequence  

(5´ → 3´) 

PCR product size (bp) 

orf2 Forward: CTCACTTCGAAGCCGAACC  250 bp 

 Reverse: AGTCCGAACATCTCGCTCTC  
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reporter and nuclease-free water. The  control samples consisted of nuclease-free water 

containing ssDNA-FQ  and another sample containing all components except DNA. The 

FAM displays excitation and emission spectrum peak wavelengths of 495 nm and 520 nm, 

respectively. The signals of fluorescence of cleavage products were measured every single 

min until 2 h at RT by fluorescence plate reader (Thermo varioskan LUX) as well as the 

control samples. The positive signal of fluorescence indicates that CRISPR/Cas12a 

specifically reacted with B. pseudomallei DNA target as well as collateral cleavage nearby 

ssDNA-FQ reporters. 

 

Table 3 The sequence of ssDNA-FQ reporter used in CRISPR/Cas12a system. 

 

Reporter Sequence (5′ → 3′) 

ssDNA-FQ FAM-TTATTATT-BHQ1 

 

Determination the specificity of selected target site orf2 of B. pseudomallei with another 

Gram-negative bacilli (B. thailandensis) 

Another closely related Gram-negative bacilli of B. pseudomallei, B. thailandensis 

was used to determine the specificity of the test condition. The isolates of B. thailandensis 

were obtained from the Faculty of Medicine, Khon Kean University, and kept in 40% sterile 

glycerol at -80 °C before proceeding to determine the specificity of orf2. The bacterial stock 

was cultured on blood agar or MacConkey agar, and incubated at 37 °C for 48 h. 

Subsequently, the bacterial colonies were used for genomic DNA extraction by boiling 

method as described previously and then the extracted DNA was used for detection of orf2 by 

PCR technique. The PCR products were electrophoresed through 2.0% agarose gel 

containing ViSafe Green Gel Stain (Vivantis, Malaysia) using 1X TBE buffer at 100 V for 45 

min. Finally, the gel was visualized and photographed under ultraviolet light by Gel Doc 

(Vilber, France). The specificity of the designed gRNA in CRISPR/Cas12a system as well as 

the measurement signals of ssDNA-FQ reporter using FAM-BHQ1 were also investigated 

following the PCR technique.  

 

Results and Discussion:  

Detection of orf2 of B. pseudomallei by polymerase chain reaction (PCR) amplification 

In the present study, both the wild type B. pseudomallei strain K96243 and clinical 

isolates of B. pseudomallei exhibited identical PCR products of orf2 which was detected at 

250 bp as shown in the Figure1. The results suggest that the primers designed for orf2 in this 

study could be useful for investigation B. pseudomallei strain found in clinical samples.  

Furthermore, the results of this study demonstrated that DNA extracted by boiling 

method without ethanol precipitation appeared as a clear single band in the agarose gel 

similar to DNA extracted by boiling method with ethanol precipitation and DNA extracted by 

boiling method with ethanol precipitation and incubated overnight at -20 °C, which indicates 

that DNA was not degraded and provided the sufficient DNA yield. Hence, the boiling 

method offers a rapid, easy and cost-effective approach for high-yield DNA isolation from 

gram-negative bacteria.  
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Figure 1 The PCR products of orf2 from T3SS-1 of clinical isolate B. pseudomallei exhibited 

250 bp using 2% agarose gel electrophoresis. Lane 1: DNA extracted by boiling method with 

ethanol precipitation, Lane 2: DNA extracted by boiling method without ethanol 

precipitation, Lane 3: DNA extracted by boiling method with ethanol precipitation and 

incubated overnight at -20 °C, Lane 4: negative control Lane M: 25-bp DNA ladder. 

 

In vitro digestion activity of Lba Cas12a (Cpf1) on B. pseudomallei DNA target 

The specificity of the designed gRNA to B. pseudomallei DNA target was tested 

using the PCR product of orf2 containing the target sequence. The designed gRNA of this 

study binding to target sequences of orf2 was illustrated  in Figure 2.  According to previous 

studies, Cas12a quickly recognized and cleaved the DNA target site under the guidance of its 

specific gRNA.5 In our study, the in vitro digestion activity of RNA-guided enzyme Cas12a 

or CRISPR/Cas12a on target sites was investigated by 2.5% agarose gel electrophoresis. The 

results showed that the DNA fragments of orf2 from both the wild type B. pseudomallei 

strain K96243 and the clinical isolate B. pseudomallei exhibited a larger size (350 bp) than its 

PCR product (250 bp) which were used as a control after adding gRNA and Cas12a into the 

reaction. Additionally, a smaller fragment of more than 50 bp was also observed (Figure 3). 

In theory, if the digestion occurs in the reaction involving the gRNA and Cas12a enzyme, it 

should have generated small sizes of the DNA fragments. However, in our study the orf2 

reaction showed 3 distinct bands, one of which showed a larger size of fragment band. This 

could be explained by the presence of tightly bound proteins (endonuclease enzyme) and 

nucleic acid (DNA) which form stable complexes during gel electrophoresis. However, the 

PCR product of orf2 containing the target sequence was subsequently tested in 

CRISPR/Cas12a system with ssDNA-FQ reporter to determine the specificity of the designed 

gRNA used in this study. 
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Figure 2 The gRNA binding to target sequences of orf2 from T3SS-1 of B. pseudomallei 

 

 
 

Figure 3 In vitro digestion activity of RNA-guided enzyme Cas12a or CRISPR/Cas12a on 

target sites of orf2 PCR product using electrophoresis with  2.5% agarose gel. Lane 1 and 

Lane 2: PCR product of orf2 exhibited different fragment sizes of 250, 350 and >50 bp, Lane 

3: gRNA and Cas12a without PCR product, Lane 4: PCR product and Cas12a except gRNA, 
Lane M: 50-bp DNA ladder. 

 

Measurement the signal of single stranded DNA fluorophore-quencher (ssDNA-FQ reporter) 

of FAM-BHQ1 in CRISPR/Cas12a system 

The output of fluorescence signal and its intensity are directly related to the presence 

and concentration of the activated Cas12a in the reaction system. In our study, the target-

activated CRISPR/Cas12a cleavage activity was verified based on signal amplification of 

ssDNA-FQ reporter. The result revealed that an increase of collateral cleavage activity of the 

FAM fluorophore from its quencher, leading to an increased generation of fluorescence 

signal, which was observed in the wild type B. pseudomallei strain K96243 and B. 

pseudomallei isolated from clinical sample but not in B. thailandensis and control samples 

(Figure 4). Although, the finding of slightly intense orf2 fragment of B. thailandensis on the 

agarose gel by PCR, further analysis using the CRISPR/Cas12a system with ssDNA-FQ 

reporter demonstrated that the designed gRNA for orf2 from T3SS-1 of B. pseudomallei of 

this study was specific for detecting B. pseudomallei. 

77



 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

7 

 
 

Figure 4 The signal of FAM fluorophore of cleavage products of orf2 from T3SS-1 of B. 

pseudomallei comparing with the fluorescence signals of B. thailandensis and control groups. 

 

Determination of the specificity of selected target site orf2 of B. pseudomallei with another 

Gram-negative bacilli 

The result revealed that a slightly intense DNA fragment of B. thailandensis was 

observed on the agarose gel. However, it exhibited a different fragment length from that of B. 

pseudomallei (250 bp), which was used as a positive control as shown in Figure 5. The 

finding of orf2 fragment of B. thailandensis on the agarose gel should be improved by 

sequencing. However, the primers designed of orf2 in this study was able to detected B. 

pseudomallei at the DNA fragment length of 250 bp. Subsequently, the PCR product of orf2 

from B. thailandensis was tested in CRISPR/Cas12a system to determine the specificity of 

the designed gRNA used in this study. The further analysis using the CRISPR/Cas12a system 

with ssDNA-FQ reporter revealed that no fluorescence signal of B. thailandensis was 

observed (Figure 4). This indicated that the designed gRNA of this study was specific for 

detecting B. pseudomallei. 
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Figure 5 The PCR result of amplifying orf2 from B. thailandensis using by 2% agarose gel 

electrophoresis to determine the specificity of orf2 from T3SS-1 of B. pseudomallei.  Lane 1 

and Lane 2: DNA of B. thailandensis, Lane 3: DNA of B. pseudomallei as a positive control 

(250 bp), Lane 4: negative control Lane M: 50-bp DNA ladder. 

 

Conclusion:  

In this study, we developed a new methodology for detection of B. pseudomallei 

using CRISPR-Cas12a technology. The DNA of B. pseudomallei was extracted from the 

colony suspension by the boiling method without DNA precipitation gave the quickest and 

simplest methodology for DNA extraction. The newly designed gRNA was shown to be 

specific for orf2 and generated digested DNA fragments with larger and smaller sizes. This 

indicates that the newly designed gRNA was specific for this bacterial pathogen illustrating 

the endonuclease activity. Furthermore, to visualize the digestion activity, a ssDNA-FQ 

reporter was used for simple readouts of the target-activated CRISPR/Cas12a cleavage 

activity. The output fluorescence signal and its intensity are directly related to the presence 

and concentration of the activated Cas12a in the reaction system. In our study, we observed 

an increase in collateral cleavage activity of the FAM fluorophore from its quencher, 

according to an increased generation of fluorescence signal, in the wild-type B. pseudomallei 

strain K96243 and B. pseudomallei isolated from clinical samples, but not in B. thailandensis 

and control samples. Although, the finding of slightly intense orf2 fragment of B. 

thailandensis on the agarose gel by PCR was observed. This indicated that gRNA of orf2 

designed in this study could specifically detect B. pseudomallei, but not other pathogens. As 

the results, the newly designed gRNA can be used for the development of a rapid diagnostic 

tool for melioidosis. This could facilitate a clinical microbiological laboratory in small 

community hospitals to detect and interpret the infection from B. pseudomallei more 

efficiently. For the future direction, we will focus on validating this technology in clinical 

samples and applying to practical applications, such as recombinase polymerase 

amplification lateral flow dipstick. 
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Abstract 

The objective of this study is to investigate the diversity of lichens genus Pyrenula Ach. 

(Pyrenulaceae) is a group of crustose lichens that typically grow on smooth, shaded bark and 

produce sexual reproductive structures called perithecia (ascomata), which contain greyish 

brown to brown ascospores. Lichen specimens were collected from Doi Suthep-Pui National 

Park and the Inthanon Lady's Slipper Orchid Conservation Project in Doi Inthanon National 

Park, Chiang Mai Province, from August 2023 to March 2024. A total of ninety specimens 

were collected from across various forest types, including deciduous forest, dry dipterocarp 

forest, and hill evergreen forest. Based on morphological characteristics and chemical traits, 

the taxonomic identification of all samples revealed twelve species. The forest with the 

highest lichen diversity was the Hill Evergreen Forest (HEF) in Doi Suthep-Pui National 

Park, which harbored nine species. Additionally, Pyrenula immissa was commonly found in 

all forest types. The most lichens were found Doi Suthep-Pui National Park. To provide a 

more complete database and examination of lichen species in Thailand, this study expands on 

the known diversity and distribution of Chiang Mai Province and provides information for 

the conservation and sustainable utilization of biodiversity resources in Thailand. 

Keyword Genus Pyrenula, Inthanon National Park, Doi Suthep-Pui National Park, Chaing 

Mai Province. 

 

Introduction 

Chiang Mai is located on northern Thailand, known for its mountains, diverse forest types 

and access to many natural areas. This includes the highest mountain in Thailand Doi 

Inthanon, and Doi Suthep-Pui the mountain adjacent to Chiang Mai city. Both mountains are 

National Parks and have provided many new botanical species and records and lichens 

together with and Lichen has been studied very little in Chiang Mai, especially in the national 

park. The first lichenological exploration of Doi Suthep dates to 1904 when Hosseus 

conducted research (with species later reported by Vainio in 1921). More recently, Aptroot 

and colleagues (2007) documented around 300 lichen species in the area. Notably, crustose 

lichens, primarily from the genus Pyrenula, were found to comprise 16 taxa. However, 

despite the rich biodiversity, lichenologists in Chiang Mai Province have relatively limited 

records of tropical monsoon region lichens, especially corticolous crustose lichens like 

Pyrenula. Pyrenula, a genus within the family Pyrenulaceae, thrives in tropical, subtropical, 

and Neotropical regions. The collected lichens form produces a reproductive structure called 

perithecium, a fruiting body which is rounded or flask-shaped, and which opens by a narrow 

pore at the apex, and exhibit UV– or UV+ yellow thalli. Some may have pseudocyphellae, 

while others contain lichexanthone or anthraquinones. Their perithecioid ascomata, 

occasional inspersed hamathecia, unbranched filaments, and various types of ascospores 

contribute to their diversity. Globally, there are 238 recognized Pyrenula species, with 
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Thailand hosting ninety-nine of them (Buaruang et al., 2017; Phokaeo et al., 2019). In this 

study, we focus on the biodiversity of the Pyrenula genus within the Inthanon Lady’s Slipper 

Orchid Conservation Project, Doi Inthanon National Park, and Doi Suthep-Pui National 

Park. Our research builds upon previous studies, and we anticipate uncovering even greater 

lichen species diversity within this fascinating genus.  

 

 

Methodology 

Survey and collect lichen samples on plants from 3 types of forest comprised of deciduous 

forest (DC), dry dipterocarp forest (DDF) and hill evergreen forest (HEF) on both Doi 

Suthep-Pui National Park (Site A) and Inthanon Lady's Slipper Orchid Conservation Project, 

Doi Inthanon National Park (Site B) in Chaing Mai province (Figure 1) during 2022-2024. 

The lichen species were classified based on taxonomic principles, including the study of 

morphology, anatomy, and basic chemical composition through spot tests and ultraviolet 

(UV) light examination. Species identification followed the taxonomy proposed by Aptroot et 

al. (2008), Aptroot (2012), and Awasthi (1991). 

 

 

 
 

Figure 1 A: Map of Thailand (from “Thai Plants names” by Tem Smitinand, 2001, Bangkok: 

Royal Forest Department), B: (DC) deciduous forest; C: (DDF) dry dipterocarp forest; D: 

(HEF) hill evergreen forest in Doi Suthep-Pui National Park); E: (HEF) hill evergreen forest 

in Inthanon Lady's Slipper Orchid Conservation Project, Doi Inthanon National Park). 

 

Results and Discussion  

From the survey and collection of lichen of the genus Pyrenula from Inthanon Lady's Slipper 

Orchid Conservation Project, Doi Inthanon National Park and Doi Suthep-Pui National Park 

in Chaing Mai province. All of 90 specimens in various three forest types including 

deciduous forest (DC), dry dipterocarp forest (DDF), hill evergreen forest HEF (Figure 1). 

Ninety collected samples were identified into 12 species (Figure 2) and the common lichens 

found in all forest conditions is Pyrenula immissa (Table 1). These lichen as follow some 

characteristics of species thallus UV-, with or without pseudocyphellae, ascomata single or 

with stromata black, irregularly size 0.3-2 mm., immersed to emergent, hymenium colorless 

with or without oil droplet, fusiform to ellipsoidal, grey brown to brown, transversely to (sub) 
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muriform, with 8 ascospore per ascus, Terminal lumina cell separated or directly from the 

exospore wall by endospore thickening (Kansri Boonpragob & Kawinnat Buaruang., 2007). 

The common lichens found in all forest conditions is P. immissa. Since it was a study of two 

areas, it was found that diversity of lichen in Doi Suthep-Pui National Park it has three 

different types of forest. This results in a great diversity of plant species, the forest with the 

greatest distribution of lichen is the hill evergreen forest at Doi Suthep, which has the most 9 

species of lichen. Most of the plant species found have smooth shade bark, allowing the 

lichen to adhere and grow well, while the hill evergreen forest at Doi Inthanon has only three 

species. Since most of the plants are conifers, the bark is easily peeled off, lichen does not 

adhere well, and the weather is cool all year round, with little sunlight, there is less lichen to 

be found. Previous studies of this lichen genus in Chiang Mai Province, especially Doi 

Suthep and Doi Inthanon found a total of eight species. This study found ten more species, 

which had never been reported before after a study in 2007 (Aptroot et al.,2007; Buaruang et 

al., 2017), However, Doi Suthep and Doi Inthanon were only studied in some areas of the 

park, so the forest conditions were not very diverse, including the relatively humid climate. 

This group of lichens is found in abundance in hot, humid areas where sunlight can reach 

them. 

 

 

 Table 1. Number of lichen samples in genus Pyrenula and the species names collected from 

three forest types on both from Doi Suthep-Pui National Park and Inthanon Lady's Slipper 

Orchid Conservation Project, Doi Inthanon National Park in Chaing Mai province.  

Lichen species 

Site A  Site B  

Total Forest type 

DC DDF HEF HEF 

1. Pyrenula anomala 9 5 2  16 

2. Pyrenula aspistea  1 5  6 

3. Pyrenula brunnea   1  1 

4. Pyrenula cayennensis  1 5  6 

5. Pyrenula fetivica   12 20 32 

6. Pyrenula immissa 6 4 7 1 18 

7. Pyrenula leucostoma   2  2 

8. Pyrenula mamillana   1  1 

9. Pyrenula massariospora   2  2 

10. Pyrenula quassiicola  2   2 

11. Pyrenula thailandica    2 2 

12. Pyrenula thelomorpha  1   1 

Number species  2 6 9 3  

Total specimens 15 14 37 23 90 

DC: Deciduous Forest; DDF: Dry Dipterocarp Forest; HEF: Hill Evergreen Forest 

Site A: Doi Suthep-Pui National Park, Site B: Inthanon Lady's Slipper Orchid Conservation 

Project 
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Figure 2 Thallus of perithecia lichen genus Pyrenula species on both from Doi Suthep-Pui National 

Park and Inthanon Lady's Slipper Orchid Conservation Project, Doi Inthanon National Park in Chaing 

Mai province; A. P. anomala, B. P. aspistea, C. P. brunnea, D. P. cayennensis, E. P. fetivica, F. P. 

immissa, G. P. leucostoma, H. P. mamillana, I. P. massariospora, J. P. quassiicola, K. P. thailandica 

and L. P. thelomorpha (scale-1 cm). 

 

 

Conclusion 

Ninety crustose lichen specimens of the genus Pyrenula were collected from Deciduous 

Forest (DC), Dry Dipterocarp Forest (DDF), and Hill Evergreen Forest (HEF) in both Doi 

Suthep-Pui National Park and the Inthanon Lady’s Slipper Orchid Conservation Project 

within Doi Inthanon National Park. Taxonomic identification revealed twelve distinct taxa, 

with Pyrenula immissa being the common lichen found across all forest conditions. Notably, 

the HEF at Doi Suthep-Pui National Park exhibited the highest lichen diversity, hosting a 

total of nine species. Further studies may require more comprehensive sampling in other 

forest types in Chiang Mai Province, which may reveal more lichen species and provide a 

more complete database and investigation of lichen species in Thailand. 
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Abstract:  

This preliminary work reports the effect of nitrogen concentration on growth and lutein 

production by green microalgal Chlorococcum humicola. Batch cultivation showed that 

microalgae cultured with 50% NaNO3 in BG-11 growth medium yielded the highest biomass 

concentration of 630 ± 131 mg/L. In contrast, the maximum lutein content, measured at 1.33 

± 0.63 mg/g, was obtained when NaNO3 in BG-11 growth medium was reduced to 25% of 

the original amount (25% NaNO3). Lutein production observed in this study seemed to 

incline towards nitrogen limitation, which contrasted with the general trend that preferred 

nitrogen sufficient environment. This evidence suggests that optimization of lutein depends 

on microalgal species and requires further investigation.    

 

Introduction:  

Microalgae are unicellular organisms that are capable of photosynthesis. Microalgae are 

natural sources of carotenoids, which are natural pigments employed in different applications 

including supplementary diets, animal feed additives, cosmetics, and pharmaceuticals. One of 

the most important carotenoids in microalgae is lutein. Lutein, yellow color carotenoid, plays 

an important role in light-energy harvesting to increase the efficiency of photosynthesis and 

protecting microalgae from photooxidation under high-light intensity conditions.1 Lutein 

production from microalgae possesses several advantages compared to conventional process 

(i.e., extraction from marigold), namely, higher productivity due to higher microalgal growth 

rate than terrestrial plants, ability to operate in photobioreactors where soil fertility is 

irrelevant and environmental parameters can be effectively controlled, and ability to utilize 

waste products such as carbon dioxide and wastewater containing nitrogen and phosphorus.2,3 

The previous study by Powtongsook and Nootong reported the accumulation of lutein in 

green microalga Chlorococcum humicola from 25% to 40% of the total carotenoids in 

biomass.4  Other advantages of this particular strain include ability to grow in wide range of 

temperature, pH and carbon dioxide concentration, and its tendency to form cell clusters that 

allows algal biomass to be harvested by conventional methods such as filtration and 

sedimentation.5,6 Adjusting nitrogen concentration has been reported as one of the strategies 

to enhance growth and carotenoid accumulation in many microalgal species. Although 

significant progress has been accomplished to the level of commercialization for carotenoids 

such as astaxanthin and beta-carotene, limited progress is noted for lutein especially in C. 

humicola. Therefore, this preliminary study aims to examine the effect of varying nitrogen 
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concentration in the growth medium on biomass and lutein production in C. humicola 

cultured in photobioreactors. 

 

Methodology:  

Chlorococcum humicola TISTR 8266 was used in this study. Inoculum of C. humicola (100 

mL) was mixed with sterile BG-11 growth medium (900 mL) in stirred tank photobioreactor. 

Liquid mixing in photobioreactor was achieved by using a magnetic stirrer at 900 rpm. The 

composition of BG-11 growth medium is displayed in Table 1. The photobioreactor was 

placed under room temperature (25 °C) and subject to continuous lighting at 134 μmol 

photons/m2·s at the surface of photobioreactor. Aeration rate was maintained at 0.8 L/min for 

the entire cultivation. In this study, nitrate concentration, as the nitrogen source in the growth 

medium, was chosen as an experimental variable, adjusting to 0%, 25%, 50%, 100%, 125%, 

and 150% of the amount in the BG-11 growth medium. The cultivation at each nitrogen 

concentration was performed in triplicate (n = 3 photobioreactors). The cultivation proceeded 

until the stationary phase was established. Culture liquid sample (30 mL) from 

photobioreactors was obtained daily and analyzed for dry weight based on the method in 

APHA (1998).7 Chlorophyll concentration was analyzed according to Strickland and Parsons 

(1972).8 Nitrate concentration in the culture medium was analyzed according to APHA 

method 4500-NO3-B.7 Lutein concentration was analyzed using high-performance liquid 

chromatography with a photo diode array detector by injecting 20 μL of the extracted 

carotenoid liquid sample into a C-18 column with the carrier phase being a mixture of 

distilled water, methanol, acetonitrile, and dichloromethane in the ratio of 1:10:79:10, 

respectively, at a flow rate of 1 mL/min, for a total analysis time of 30 min. Data from each 

treatment were statistically compared by one-way ANOVA with Tukey HSD post hoc test 

with the significance level of 0.05.9 
 

Table 1.  

Composition of BG-11 growth medium6 

Component Concentration (g/L) 

NaNO3 1.500 

K2HPO4·3H2O 0.040 

MgSO4·7H2O 

CaCl2·2H2O 

Na2CO3 

Citric acid 

Ferric ammonium citrate 

EDTA 

Trace metal mix A5 

0.075 

0.036 

0.020 

0.006 

0.006 

0.001 

1 mL 

 

 

Table 2.  

Composition of Trace metal mix A5
6 

Component Concentration (g/L) 

H3BO3 2.860 

MnCl2 1.810 

Na2MoO4·2H2O 

ZnSO4·7H2O 

CuSO4·5H2O 

Co(NO3)2·6H2O 

0.390 

0.222 

0.079 

0.050 
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Results and Discussion:  

Nitrogen is an essential macronutrient required for biosynthesis of protein, enzymes, nucleic 

acids, and chlorophyll during cell growth.10 Thus, availability of nitrogen in the growth 

medium should be one of the key factors influencing the biomass production of C. humicola. 

Biomass concentration, measured as dry weight, increased in all treatments except the 

cultivation supplied with the growth medium without nitrogen source (NaNO3). At the end of 

the experiment, the cultivation supplied with 50% NaNO3 yielded the highest biomass 

concentration at 630 ± 131 mg/L, which corresponded to the biomass productivity of 73.1 ± 

16.35 mg/Lday. The maximum biomass concentration was insignificant difference (p > 0.05) 

compared to the cultivation subject to 100% NaNO3, 125% NaNO3 and 150% NaNO3, which 

produced the final biomass concentration at 565 ± 229, 545 ± 201, and 555 ± 100 mg/L, 

respectively. Biomass production was less effective when nitrogen content in growth medium 

was reduced to 25%, as indicated by significantly lower biomass concentration at 435 ± 78 

mg/L. The influence of nitrogen supply on biomass production was clearly related to the 

results of nitrate measurement (Figure 2). With the remaining nitrogen in the growth medium 

exceeding 150 mg N/L, it was apparent that nitrogen was not the limiting factor for cell 

growth in the cultivation supplied with 50% NaNO3 and higher. This is in contrast to the 

cultivation supplied with 25% NaNO3 that observed the remaining nitrate concentration less 

than 30 mg N/L (Figure 2). Chlorophyll is another parameter commonly used to track growth 

in green microalgae. Results of chlorophyll analysis were consistent with biomass 

production, with the highest chlorophyll concentration (50.6 ± 22.42 mg/L) obtained from the 

cultivation supplied with 50% NaNO3 in the growth medium (Figure 1). 

Previous studies have shown that nitrogen plays an important role in microalgal 

biosynthesis of lutein.11 Unlike biomass production, the highest lutein content (1.33 ± 0.63 

mg/g) was associated with the cultivation supplied with 25% NaNO3 in the growth medium 

(Figure 3). The magnitude of lutein content in this study was significantly lower than the 

previous works, which reported lutein content in range 5 to 15 mg/g.10 The likely explanation 

could be related to the cultivation under sub-optimal conditions as compared to the previous 

works. Important environmental inputs affecting growth and lutein production such as light 

intensity, photoperiod, light wavelength, and types of photobioreactor were not optimized 

during the experiment.10 The results obtained were also in line with past researches that 

demonstrated nitrogen limitation can induce stress response in some microalgal species (e.g., 

Scenedesmus Obliquus, Muriellopsis sp.), leading to increased lutein accumulation as means 

to protect photosynthesis apparatus from oxidation stress.12,13 Nonetheless, the general trend 

of lutein biosynthesis in microalgae seems to incline toward nitrogen sufficient condition.10 

Thus, the finding from this study is the clear evidence that optimization of lutein and other 

biochemicals is species specific and requires further investigation. By adopting lutein 

productivity as the main criteria, the suitable nitrogen concentration in growth medium was 

25% NaNO3, leading to the highest lutein productivity of 0.07 mg/Lday (Table 3). 
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Figure 1.  

Dry weight (biomass) and chlorophyll concentration at the end of the cultivation (8th day) of 

Chlorococcum humicola in BG-11 growth medium with different NaNO3 concentration (0% - 

150% of the amount in standard BG-11 growth medium i.e., 100% NaNO3). 

 

 

 
Figure 2.  

Nitrate concentration at the start and the end (8th day) of the cultivation of Chlorococcum 

humicola in BG-11 growth medium with different NaNO3 concentration (0% - 150% of the 

amount in standard BG-11 growth medium i.e., 100% NaNO3). 
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Figure 3.  

Lutein content at the end of the cultivation (8th day) of Chlorococcum humicola in BG-11 

growth medium with different NaNO3 concentration (0% - 150% of the amount in standard 

BG-11 growth medium i.e., 100% NaNO3). 

 

 

Table 3.  

Biomass and lutein production rate from cultivation of Chlorococcum humicola in BG-11 

growth medium with different NaNO3 concentration (0% - 150% of the amount in standard 

BG-11 growth medium i.e., 100% NaNO3). 

NaNO3 concentration Biomass productivity 

(mg/L·day) 

Lutein productivity (mg/L·day) 

0% 17.29 ± 1.44 ND 

25% 39.17 ± 14.28 0.07 ± 0.02 

50% 

100% 

125% 

150% 

73.13 ± 16.35 

55.79 ± 29.05 

55.35 ± 23.37 

56.25 ± 10.44 

0.05 ± 0.01 

0.05 ± 0.03 

0.06 ± 0.03 

0.04 ± 0.04 

ND = Non-detectable 

 

 

Conclusion:  

This preliminary work focused on the effect of adjusting nitrogen concentration on biomass 

and lutein production in C. humicola. Nitrogen availability clearly affected growth and lutein 

production in C. humicola, with maximum biomass concentration and maximum lutein 

content obtained when supplying 50% NaNO3 and 25% NaNO3 in the growth medium, 

respectively. Contrasting outcomes with the general trends suggested that lutein optimization 

is species specific. Additionally, further optimization of culture condition and improving 

photobioreactor design are essential for increasing lutein productivity. 
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Abstract:  
The study aimed to explore the relationship between cell-free DNA (cfDNA) quantity in 
spent culture medium and the morphology and chromosomal abnormalities of human 
embryos. 39 zygotes were cultured to the blastocyst stage, with morphological grading 
conducted on Days 5-6. The embryos underwent biopsy for preimplantation genetic testing 
for aneuploidy (PGT-A), and cfDNA was extracted and quantified from the spent medium. 
The study compared cfDNA levels between blastocysts of good and poor morphology, as 
well as between euploid and aneuploid blastocysts, using the Mann-Whitney statistical 
analysis at a significance level of 0.05. The results showed no statistically significant 
difference in cfDNA quantities between moderate and poor morphology embryos (p=0.274) 
or between euploid and aneuploid groups (p=0.406). The study concludes that cfDNA levels 
in spent culture medium are unsuitable for indicating blastocyst morphology or chromosomal 
abnormalities. 
 
Introduction:  

Infertility refers to a condition in which married couples, despite living together and 
having regular unprotected sex for one year, are unable to conceive1. One of the infertility 
treatments is assisted reproductive technology (ART). Common ART methods include in 
vitro fertilization and embryo transfer (IVF and ET), intracytoplasmic sperm injection (ICSI), 
and frozen embryo transfer (FET). The choice of treatment depends on the underlying cause 
of infertility. However, societal trends toward later marriages often delay the discovery and 
initiation of infertility treatment. As a result, even with the use of ART, the likelihood of a 
successful pregnancy decreases as the mother's age increases. This decline in success rates 
may be due to a reduced number of oocytes or the presence of chromosomal abnormalities in 
reproductive cells2-3. 

To overcome this challenge, a critical step in ART involves selecting good-quality 
embryos that have the highest chance of successful implantation. This selection can be guided 
by evaluating the morphology of the embryo under a microscope and assessing criteria 
related to pregnancy outcome. Additionally, preimplantation genetic testing for aneuploidy 
(PGT-A) can be used to identify embryos with chromosomal abnormalities. Aneuploid 
embryos are one of the causes of implantation failure, and if implantation does occur, they 
can lead to congenital disorders. Therefore, PGT-A plays a crucial role in improving the 
chances of a successful and healthy pregnancy4. 
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The PGT-A is used to detect chromosomal abnormalities of the embryo by analyzing 
the number of chromosomes using next-generation sequencing (NGS) techniques. The results 
are presented as copy number variation (CNV), indicating whether any of the 23 pairs of 
chromosomes exhibit an insertion or deletion in chromosome number. The embryonic sample 
used for PGT-A testing consists of 3-5 trophectoderm cells, biopsied from the embryo. 
However, this method is invasive and may pose a risk to the embryo. Additionally, biopsy 
technique requires highly skilled embryologists. As a result, non-invasive techniques for 
assessing embryo quality have been developed, which do not require direct intervention with 
the embryo. 

One of the interesting non-invasive methods involves using spent culture medium as a 
specimen for analysis. The spent medium contains cell-free DNA (cfDNA), RNA, miRNA, 
and various proteins, which can serve as indicators of embryo anomalies and quality. In this 
study, we focus on cfDNA. cfDNA refers to genetic material that is freely floating in the 
spent medium. The average quantity of this genetic material is approximately 3 ng, with a 
size of around 400 base pairs5. The secretion of cfDNA into the embryonic solution is 
thought to be linked to apoptosis, a form of programmed cell death. Apoptosis is a highly 
regulated process in which cells undergo controlled death, leading to the fragmentation of 
cellular components, including DNA. Several studies support this hypothesis. For instance, 
Rule et al.6 research found cfDNA in blastocoel fluid, which was associated with embryonic 
morphology. Additionally, it has been shown that a portion of the cfDNA present originates 
from the intracellular contents of embryonic cells undergoing apoptosis. Stigliani et al.7 study 
observed embryos with 5% fragmentation, which was associated with both apoptosis and 
secondary necrosis. Singla et al.8 research demonstrated that the apoptotic pathway is 
involved in eliminating aneuploid cells in developing mosaic embryos in a mouse model. 
This leads to the hypothesis that poor-grade blastocysts, which tend to exhibit higher rates of 
apoptosis, will release a greater quantity of cfDNA into the medium. Therefore, the objective 
of this research is to explore the relationship between cell-free DNA (cfDNA) quantity in 
spent culture medium and the blastocyst grading and the results of chromosomal 
abnormalities number of human embryos. 

 
Methodology:  
Ethical Approval 
 The protocol of the present study was ethically approved by the Institutional Review 
Board of Srinakharinwirot University (IRB; SWUEC-M-079/2565E). The embryo culture 
media was obtained after receiving informed consent from the patients. 
Participant enrollment 
Twelve couples undergoing infertility treatment using the ICSI technique at Paragon Fertility 
Clinic, Thailand, aged between 25 and 45 years, who did not have chronic conditions such as 
diabetes, endocrine disorders, blood disorders, or autoimmune diseases, and who provided 
informed consent, participated in the research study. 
Embryo culture and morphological evaluation 
 Following ICSI, 39 zygotes were cultured in 20 µL drops of continuous spent culture 
medium (Life Global, Denmark) for 5–6 days until they reached the blastocyst stage. 
Embryonic development was monitored using an Olympus IX73 inverted microscope. 
Images were captured daily for 6 days, with the embryo maintained in an IVF working 
chamber at 37°C, 5% CO₂, and 5% O₂ (Pulse Science, Denmark). On Days 5 and 6 post-ICSI, 
embryo quality at the blastocyst stage was assessed based on the morphological 
characteristics of the trophectoderm (TE) and Inner cell mass (ICM), using the Gardner 
grading system9 as detailed in Table 1. Based on this evaluation, we categorized blastocyst 
morphology into three groups: good morphology (AA, AB, or BA), moderate morphology 
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(BB), and poor morphology (AC, BC, CB, or CC). After 5–6 days of culture, embryos that 
developed into the blastocyst stage underwent trophectoderm biopsy, where 3–5 cells were 
excised for preimplantation genetic testing for aneuploidy (PGT-A) at a Next Generation 
Genomic laboratory, Thailand. The biopsied embryos were then cryopreserved for future 
transfer. 

 
Table 1. 

Gardner grading system for blastocyst-stage embryos 
Grade ICM Description TE Description 

A Large ICM, many compacted 
cells, tightly packed 

Many cells forming a 
cohesive epithelium 

B Smaller size, fewer loosely 
adherent cells, less compacted 

Few cells forming a 
loose epithelium 

C Very few cells visible, may be 
loose, difficult to distinguish 
from TE 

very few large cells 

 
Spent culture medium collection 

Spent culture medium, each with a volume of 20 µl per embryo, were collected after 
embryo freezing. These samples were stored in tubes specifically designed to maintain 
DNAase- and RNAase-free conditions. The tubes were frozen at -20๐C until the DNA 
extraction process. 
Total DNA extraction 
 Total DNA was extracted from the spent culture medium using the DNeasy Blood & 
Tissue Kit (Qiagen, Germany), following the manufacturer's protocol. DNA quantity was 
measured using a NanoDrop 2000 spectrophotometer (Thermo Fisher Scientific, United 
States) and reported in ng/µl. Measurements were performed in triplicate, with the Elution 
Buffer from the DNeasy Blood & Tissue Kit used as the blank control.  
Statistical analysis 

To investigate the association between cfDNA quantity and blastocyst grading and 
PGT-A results from embryo biopsy, the Mann-Whitney U test was employed, at a confidence 
level of 95%. 
 
Results and Discussion:  

In this experiment, cfDNA was extracted from spent medium samples of 34 
blastocysts, 5 arrested embryo and 3 negative control samples (fresh culture medium). The 
cfDNA concentrations were measured. The results of cfDNA concentrations were 
summarized in Table 2. 

 
Table 2. 

cfDNA concentrations 
Sample name Concentration (ng/µl) 

1 
2 

2.55 
2.60 
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3 2.60 
4 2.70 
5 2.70 
6 2.70 
7 2.70 
8 2.70 
9 2.80 
10 2.80 
11 2.90 
12 3.00 
13 3.00 
14 3.00 
15 3.10 
16 3.20 
17 3.30 
18 3.40 
19 3.40 
20 3.45 
21 3.50 
22 3.70 
23 3.80 
24 3.80 
25 3.90 
26 4.30 
27 4.40 
28 4.50 
29 4.90 
30 4.90 
31 5.00 
32 5.70 
33 5.90 
34 

Arrested1 
Arrested2 
Arrested3 
Arrested4 
Arrested5 
Negative1 
Negative 2 
Negative 3 

5.90 
2.70 
3.20 
3.40 
3.20 
2.80 
2.60 
2.55 
2.45 

 
Morphology grading is a crucial factor in selecting high-quality embryos for transfer. 

Blastocyst quality evaluation involves two key components: the ICM and TE. In this study, 
no spent culture medium was obtained from blastocysts with TE or ICM graded as A; 
therefore, these were excluded from the analysis. Consequently, statistical comparisons were 
conducted only on embryos graded as B and C. An example of each blastocyst grade is 
presented in Figure 1. To assess whether cfDNA secretion into the spent culture medium 
varies with blastocyst grade and cell type, a comparative analysis of cfDNA levels across 
different grades within each cell type was conducted. The analysis revealed that in ICM, the 
median cfDNA concentration was 3.00 ng/µl for Grade B (n=19) and 3.45 ng/µl for Grade C 
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(n=15). In TE cells, the median cfDNA concentration was 3.15 ng/µl for Grade B (n=20) and 
3.70 ng/µl for Grade C (n=13). Statistical analysis showed no significant difference in cfDNA 
levels between Grades B and C within the same cell type (ICM; p=0.430, TE; p=0.494), as 
shown in Figure 2a and Figure 2b. These results indicate that each cell type secretes similar 
amounts of cfDNA. When evaluating cfDNA levels based on a group of blastocyst 
morphology, the median value for moderate morphology was 3.00 ng/µl, whereas the median 
for poor morphology was 3.48 ng/µl. Although the median cfDNA concentration was higher 
in the poor morphology group, statistical analysis revealed no significant difference between 
the two morphology groups (p=0.274), as shown in Figure 2c. The analysis results indicate 
that the quantity of cfDNA does not correlate with the blastocyst morphology. This finding 
aligns with Kuznyetsov et al.10 research, which showed that the amount of cfDNA obtained 
from blastocoel fluid, combined with cfDNA from the embryo's spent medium, was not 
related to blastocyst grading. The lack of correlation may be due to the mechanism of cfDNA 
release into the embryonic medium, suggesting that apoptosis may not be the only 
mechanism. Extracellular vesicles (EVs) may also contribute to the release of cfDNA into the 
embryonic medium, as it has been discovered that embryos at both the cleavage and 
blastocyst stages release EVs to communicate with maternal cells11. Research supports this 
concept by identifying EVs that carry detectable amounts of genomic DNA using array-based 
comparative genomic hybridization (aCGH)12.  

 

 
Figure 1. 

Blastocyst-stage embryos were graded by two embryologists using inverted 
microscopy at 20x magnification, where the TE and ICM were identified. The TE is indicated 
by the black arrow, while the ICM is indicated by the star (*). The grading categories are as 

follows: (a) ICM: B TE: B, (b) ICM: B TE: C, (c) ICM: C TE: B, and (d) ICM: C TE: C. 
Scale bar = 50 µm 
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(a)  (b)   

(c)  
Figure 2. 

A bar graph comparing cfDNA quantity in spent culture medium with (a) the blastocyst ICM 
grade, (b) the blastocyst TE grade (c) the blastocyst morphology employing the Man-

Whitney U test. The data are presented as median and IQR, with a significant level set at a p-
value of 0.05. The experiments were performed in triplicate. 

 
Another critical factor in selecting high-quality embryos for transfer is the detection 

of chromosomal abnormalities through PGT-A testing, as these abnormalities can 
significantly impact embryo implantation. The mechanism by which an embryo eliminates 
abnormal cells, typically through apoptosis, may contribute to the presence of cfDNA in the 
culture medium13. To explore the relationship between cfDNA levels in spent culture medium 
and PGT-A results, this study categorized embryos into two groups based on PGT-A 
outcomes: one with a normal chromosomal count (euploid) and another with chromosomal 
abnormalities (aneuploid). The analysis revealed that the median cfDNA level was 2.95 ng/µl 
in the euploid group (n=14) and 3.40 ng/µl in the aneuploid group (n=20). Although the 
group with chromosomal abnormalities exhibited higher cfDNA levels, statistical analysis 
found no significant difference (p = 0.406), as shown in Figure 3. This lack of significance 
may be attributed to the small sample size, which could have limited the ability to detect 
differences. Additionally, the release of cfDNA into the spent culture medium may not be 
solely due to apoptosis, as discussed earlier. To investigate this hypothesis, we quantified the 
amount of cfDNA in arrested embryos. 
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Figure 3. 

A bar graph comparing cfDNA quantity in spent culture medium and results of pre-
implantation genetic testing for aneuploidy is generated, utilizing the Mann-Whitney U test. 
The data are presented as median and IQR, with a significant level set at a p-value of 0.05. 

The experiments were performed in triplicate. 
 

Embryo arrest refers to the cessation of embryonic development before reaching the 
blastocyst stage, as shown in Figure 4. This can result from various factors, including 
inadequate culture conditions, metabolic dysfunction, or DNA damage14. However, when 
comparing the cfDNA levels between arrested embryos and viable embryos, it was found that 
arrested embryos had a median cfDNA value of 3.20 ng/µl, while viable embryos had a 
median value of 3.35 ng/µl. This difference was not statistically significant (p=0.378) as 
shown in Figure 5. These results align with findings by Handayani13, who proposed an 
alternative theory for the release of cfDNA into the embryonic culture medium. In addition to 
apoptosis, cfDNA may be released through extracellular vesicles during embryonic 
development. 

 

 
Figure 4. 

The images of embryos that arrested on Day 3 post-ICSI at various developmental 
stages were captured using an inverted microscope at 20x magnification. (a) shows an 

embryo that arrested at the 4-cell stage, (b) an embryo arrested at the 8-cell stage, (c) another 
embryo arrested at the 8-cell stage, (d) an embryo arrested at the 3-cell stage, and (e) an 

embryo arrested at the 6-cell stage. Scale bar = 50 µm 
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Figure 5. 

A bar graph comparing cfDNA quantity in spent culture medium and embryo viability 
employing the Man-Whitney U test. The data are presented as median and IQR, with a 
significant level set at a p-value of 0.05. The experiments were performed in triplicate. 

 
The amount of cfDNA detected in the spent culture medium ranges from 6 pg to 4 

ng15, the use of a Nanodrop for measurement may lack the required sensitivity. Consequently, 
future studies should consider employing more advanced techniques, such as digital PCR, to 
accurately quantify cfDNA, particularly in samples with very low concentrations in the spent 
culture medium. 

A key finding from this study is the detection of cfDNA in the spent culture medium 
not used for embryo culture. The negative control group exhibited a median cfDNA level of 
2.5 ng/μL. However, when compared to the spent culture medium that had been incubated 
with embryos, a statistically significant difference was observed (p=0.001), as shown in 
Figure 6. This suggests that the source of cfDNA in the spent culture medium is not only 
from the embryos but may also originate from the culture medium itself. This finding is 
consistent with the results of Vera-Rodriguez et al.15 and Hammond, who also detected 
cfDNA in their negative control groups. However, while Vera-Rodriquez et al.15 and 
Hammond et al.16 detected cfDNA in the spent culture medium, it was present at much lower 
levels (approximately 1.6 pg) and differed significantly from solutions that had been in 
contact with embryos. The variation in cfDNA levels between studies is likely attributable to 
differences in the brands of culture solutions used, which may affect the concentration of 
protein supplements, such as human serum albumin, a component of the spent culture 
medium17. 

 

 
Figure 6. 

A bar graph comparing cfDNA quantity in spent culture medium and negative control 
is generated, utilizing the Mann-Whitney U test. The data are presented as median and IQR, 
with a significant level set at a p-value of 0.05,* = p≤0.001 The experiments were performed 

in triplicate. 
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Conclusion:  
The study found that cfDNA quantities are not associated with blastocyst morphology or 
chromosome abnormality results. Therefore, the study concludes that cfDNA levels in the 
spent culture medium are not suitable for indicators of blastocyst grading or chromosomal 
abnormalities. 
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Abstract:  

Alzheimer's disease (AD), a progressive neurodegenerative disorder, affects millions 

worldwide. One potential treatment approach involves inhibiting acetylcholinesterase 

(AChE) and butyrylcholinesterase (BChE), which degrade acetylcholine, to alleviate 

cognitive symptoms by increasing brain acetylcholine levels. Nephelium lappaceum Linn. 

(rambutan peel), Morinda citrifolia Linn. (noni leaves), Piper betle Linn. (betel leaves), and 

Scoparia dulcis Linn. (macao tea) possess various medicinal properties, including 

antioxidant, anti-inflammatory, antibacterial, and wound-healing effects. However, their 

potential to inhibit AChE and BChE enzymes in the cholinergic pathway remains unexplored. 

This study utilized ultrasound-assisted ethanol extraction to obtain extracts from these four 

plant species. After solvent evaporation using a rotary evaporator, viscous green crude 

extracts were produced from noni leaves, betel leaves, and macao tea. In contrast, the 

rambutan peel extract exhibited a brown color. Yield percentages ranged from 4.05-11.04% 

(w/w). The AChE inhibitory activity of these extracts was investigated. The concentrations 

required to inhibit 50% of AChE activity (IC50) for rambutan peel, noni leaves, betel leaves, 

and macao tea were 238.25 ± 12.74, 245.30 ± 1.89, 203.21 ± 8.52, and 218.67 ± 13.83 

µg/mL, respectively. Betel leaf extract demonstrated the highest AChE inhibition potential, 

followed by macao tea, rambutan peel, and noni leaf extracts, with significant differences 

observed among all extracts (p < 0.05). BChE inhibition was also examined, with IC50 values 

of 498.92 ± 49.74, 472.08 ± 15.21, 306.83 ± 37.56, and 345.60 ± 12.37 µg/mL for the 

respective extracts. Betel leaf extract showed the highest BChE inhibition potential, followed 

by macao tea, noni leaf, and rambutan peel extracts. In conclusion, betel leaf extract 

demonstrates promising potential for AD treatment through its dual inhibition of AChE and 

BChE enzymes, presenting a possible natural alternative to synthetic compounds. 

 

Introduction: 

Alzheimer's disease (AD) is a progressive neurodegenerative disorder that significantly 

impacts millions of lives worldwide. As the global population ages, the prevalence of AD is 

expected to rise dramatically, creating an urgent need for effective therapeutic interventions.1 

Current treatment strategies for AD are limited in their efficacy and often associated with 

adverse side effects, highlighting the critical importance of exploring novel therapeutic 

approaches. One promising avenue of research focuses on the inhibition of cholinesterase 

enzymes, particularly acetylcholinesterase (AChE) and butyrylcholinesterase (BChE). These 

enzymes play a crucial role in the breakdown of acetylcholine, a neurotransmitter essential 
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for cognitive function and memory. By inhibiting AChE and BChE, it may be possible to 

increase acetylcholine levels in the brain, potentially alleviating some of the cognitive 

symptoms associated with AD.2 

In recent years, there has been growing interest in the potential of natural products as 

sources of cholinesterase inhibitors. Plant-based compounds often offer the advantage of 

lower toxicity and fewer side effects compared to synthetic drugs.3 This study aims to 

evaluate the cholinesterase inhibitory effects of extracts from four plant sources: rambutan 

peel (Nephelium lappaceum Linn.), noni leaf (Morinda citrifolia Linn.), betel leaf (Piper 

betle Linn.), and macao tea (Scoparia dulcis Linn.). These plants were selected based on their 

traditional use in various cultures for cognitive enhancement and their known 

pharmacological properties. Rambutan peel has demonstrated antioxidant and anti-

inflammatory properties in previous studies.4 Noni leaf has been used in traditional medicine 

for its potential neuroprotective effects.5  Betel leaf is known for its diverse bioactive 

compounds and potential cognitive benefits.6  Macao tea has shown promise in protecting 

against oxidative stress, which is implicated in AD pathogenesis.7 This study seeks to identify 

potential candidates for the development of novel AD therapeutics through AChE and BChE 

inhibitory activities.  

The findings of this study could contribute to the growing body of knowledge on 

natural product-based AD treatments and potentially lead to the development of new 

therapeutic strategies. Moreover, this research may provide valuable insights into the 

traditional uses of these plants and offer scientific validation for their potential cognitive 

benefits. 

 

Methodology:  

Materials 

Rambutan peel (Nephelium lappaceum Linn.), noni leaf (Morinda citrifolia Linn.), betel leaf 

(Piper betle Linn.), and macao tea (Scoparia dulcis Linn.) were collected from Songkhla 

province, Thailand. The following chemicals were procured from Sigma–Aldrich (Sigma-

Aldrich™, Burlington, MA, USA): acetylcholinesterase (AChE) from Electrophorus 

electricus, 5,5'-dithiobis (2-nitrobenzoic acid) (DTNB), butyrylcholinesterase (BChE), 

butyrylthiocholine iodide (BTCI), and standards of galantamine. All chemicals were of 

analytical reagent grade. 

Extraction of plant samples 

The plant extraction process began with thoroughly washing the samples and then drying 

them at 50°C until completely dry. The dried samples were then finely ground and extracted 

with 95% ethanol at a sample-to-solvent ratio of 1:10 (w/v). Ultrasound waves via a 200-watt 

sonicator were applied for 1 hour at room temperature during the extraction. The resulting 

mixture underwent filtration, and the solvent was evaporated using a rotary evaporator. The 

extraction yield percentage was calculated using the following formula: 
 

% Yield = (mass of the extract / mass of the dry plant sample) × 100 (1) 
 

Finally, the extract should be stored at a temperature of 4 ºC. 

Acetylcholinesterase (AChE) activity assay 

This study assessed the acetylcholinesterase (AChE) inhibition capabilities of four plant 

extracts: rambutan peel, noni leaf, betel leaf, and macao tea. The investigation employed a 

modified version of the colorimetric method developed by Balkrishna et al.8 The assay is 

based on the enzymatic hydrolysis of acetylthiocholine by AChE, resulting in the formation 

of thiocholine. This product subsequently reacts with 5,5'-dithiobis-(2-nitrobenzoic acid) 

(DTNB), generating a yellow compound, 5-thio-2-nitrobenzoate, which can be quantified 

spectrophotometrically at 412 nm. Fifty microliter of test compound (or control) with 25 μL 

of AChE solution and incubate at 37°C for 15 minutes. Add 125 μL of a reaction mixture 

102



 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

containing acetylthiocholine iodide and DTNB, then monitor absorbance at 412 nm. The 

percentage inhibition of AChE activity was calculated using the following equation: 

Inhibition (%) = [(Acontrol - Asample) / Acontrol] × 100 (2) 

Where: Acontrol = Absorbance of the reaction mixture without extract  

 Asample = Absorbance of the reaction mixture with extract 

The half-maximal inhibitory concentration (IC50) was determined by plotting a graph 

of extract concentration (x-axis) versus percent inhibition (y-axis), and using linear regression 

analysis to calculate the IC50 value. The IC50 represents the extract concentration required to 

inhibit 50% of AChE activity. Galantamine was used as a positive control, while 10% ethanol 

served as a negative control. 

Butyrylcholinesterase (BChE) activity assay 

The method utilizes butyrylthiocholine as a substrate, which BChE hydrolyzes to produce 

thiocholine. The liberated thiocholine reacts with 5,5'-dithiobis-(2-nitrobenzoic acid) 

(DTNB), generating a yellow product detectable at 412 nm. In a 96-well microplate, combine 

50 μL of test compound (or control) with 25 μL of BChE solution and incubate at 37°C for 

15 minutes. Add 125 μL of a reaction mixture containing butyrylthiocholine iodide and 

DTNB, then monitor absorbance at 412 nm. Plot inhibition percentage against compound 

concentration to calculate IC50 values. Perform all assays in triplicate.  

Statistical analysis 

Data analysis was performed using SPSS Statistics version 17.0. The results were presented 

as mean ± standard deviation. One-way analysis of variance (ANOVA) followed by Tukey's 

multiple-range test was conducted. Statistical significance was established at a p-value less 

than 0.05. 

 

Results and Discussion: 

The study evaluated the acetylcholinesterase (AChE) and butyrylcholinesterase 

(BChE) inhibitory activities of ultrasound-assisted ethanol extracts from four plant species: 

rambutan peel, noni leaves, betel leaves, and macao tea. 

Percentage yields of plant extraction 

In this experiment, rambutan peel, noni leaf, betel leaf, and macao tea were extracted 

using ethanol as the solvent via ultrasound-assisted extraction. Ethanol was selected due to its 

ability to extract a wide range of compounds, safety profile, efficiency in penetrating plant 

cells, preservative properties, ease of removal, and regulatory acceptance. Subsequently, the 

solvent was evaporated using a rotary evaporator. The extraction process yielded viscous 

green crude extracts for noni leaf, betel leaf, and macao tea, while rambutan peel produced a 

brown-colored extract (Figure 1). Extraction yields ranged from 4.04% to 11.04% (w/w) as 

presented in Table 1. Noni leaf (Morinda citrifolia Linn.) exhibited the highest extraction 

yield at 11.04%, followed by rambutan peel (Nephelium lappaceum Linn.) at 6.86%, macao 

tea (Scoparia dulcis Linn.) at 6.36%, and betel leaf (Piper betle Linn.) with the lowest yield 

at 4.04%. The high yield of noni leaf extract suggests a greater presence of ethanol-soluble 

compounds, potentially indicating a higher concentration of bioactive constituents.9 

Rambutan peel and macao tea, with moderate yields, may have a balanced composition of 

soluble and insoluble compounds. Betel leaf, with the lowest yield, could be due to fewer 

ethanol-soluble constituents or structural characteristics limiting extraction efficiency. 
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Inhibition of acetylcholinesterase 

The acetylcholinesterase (AChE) inhibitory activity of extracts from rambutan peel, 

noni leaf, betel leaf, and macao tea was evaluated at concentrations between 100-400 µg/mL 

(Figure 2). The IC50 values, representing the concentration required to inhibit 50% of AChE 

activity, were determined for each extract.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.  

Physical characteristics of fresh plants and plant extracts. 

 

Table 1. Percentage of yield and characteristics of the plant extracts. 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Betel leaf extract exhibited the strongest inhibition with an IC50 of 203.21 ± 8.52 

µg/mL, followed by macao tea (218.67 ± 13.83 µg/mL), rambutan peel (238.25 ± 12.74 

µg/mL), and noni leaf (245.30 ± 1.89 µg/mL). These results, detailed in Table 2, indicate that 

betel leaf extract possesses the highest potential for AChE inhibition among the tested 

samples. These findings suggest that betel leaf extract may be a promising candidate for 

further investigation in the development of treatments for conditions associated with 

cholinergic dysfunction in AD. 

Inhibition of butyrylcholinesterase 

The butyrylcholinesterase (BChE) inhibitory activity of the same crude extracts was 

also evaluated at concentrations ranging from 100-400 µg/mL (Figure 3). The results, 

expressed as IC50 values, revealed varying degrees of inhibition among the extracts. Betel 

leaf extract demonstrated the strongest BChE inhibition with an IC50 of 306.83 ± 37.56 

µg/mL, followed closely by macao tea extract with an IC50 of 345.60 ± 12.37 µg/mL. Noni 

Samples Yield (w/w, %) Physical 

characteristics 

 

Rambutan peel 

(Nephelium lappaceum Linn.) 

6.86 brown coloration 

viscous 

Noni leaf 

(Morinda citrifolia Linn.) 

11.04 dark green viscous 

Betel leaf 

(Piper betle Linn.) 

4.04 dark green viscous 

Macao tea 

(Scoparia dulcis Linn.) 

6.36 dark green viscous 
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leaf extract showed moderate inhibition with an IC50 of 472.08 ± 15.21 µg/mL, while 

rambutan peel extract exhibited the least potent BChE inhibition with an IC50 of 498.92 ± 

49.74 µg/mL. Based on these results, the order of BChE inhibitory potency for the extracts 

can be summarized as: betel leaf > macao tea > noni leaf > rambutan peel.  

 

 

Figure 2. 

The effect of ethanolic plant extract concentration on AChE inhibition in the (A) 

rambutan peel, (B) noni leaves, (C) betel leaves, (D) macao tea. Data are mean values of 

three measurements with standard deviation. 

 

The comparative inhibitory effects of these extracts on AChE and BChE are visually 

represented in Table 2. Interestingly, betel leaf extract showed the strongest inhibitory 

activity against both AChE and BChE, suggesting its potential as a dual cholinesterase 

inhibitor. Macao tea extract consistently ranked second in inhibitory potency for both 

enzymes, further highlighting its promise in cholinesterase inhibition. The dual inhibitory 

action on both AChE and BChE could potentially provide a more comprehensive approach to 

managing AD treatment. Dual inhibitory action could potentially lead to increased 

acetylcholine levels in the brain, which may help alleviate cognitive symptoms associated 

with AD. The varying inhibitory potencies observed among the extracts likely reflect 
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differences in their phytochemical compositions. The active compounds responsible for the 

observed effects warrant further investigation and isolation. It is worth noting that while these 

extracts show promise, their IC50 values are higher than those typically observed for synthetic 

drugs galantamine (IC50: 12.63 µg/mL), indicating that further purification or concentration 

might be necessary to achieve therapeutic efficacy. 

 

 
Figure 3. 

Concentration-dependent inhibition of butyrylcholinesterase (BChE) by ethanolic 

extracts of (A) rambutan peel, (B) noni leaves, (C) betel leaves, and (D) macao tea. Data 

points represent mean ± SD (n=3). 

 

Betel leaf (Piper betle Linn.) exhibit potent inhibitory effects on both AChE and 

BChE through a complex interplay of phytochemical constituents and their interactions with 

these enzymes. The betel leaf contains a rich array of bioactive compounds, including 

phenols, terpenes, alkaloids, and flavonoids, with hydroxychavicol, eugenol, chavibetol, and 

allylpyrocatechol being particularly noteworthy.10,11 The inhibition mechanism primarily 

involves the interaction of phenolic compounds, especially hydroxychavicol, with the active 

sites of AChE and BChE. These interactions include the formation of hydrogen bonds and 

hydrophobic interactions with amino acid residues in the catalytic triads of enzyme, leading 

to competitive inhibition for AChE and a mix of competitive and non-competitive inhibition 

for BChE.12 Eugenol, another major component, has demonstrated significant 

anticholinesterase properties. Additionally, flavonoids such as chavibetol and 

allylpyrocatechol have shown potential for enzyme inhibition. Piperol B, a phenolic 

compound, and beta-sitosterol, a phytosterol, have also been reported to possess mild AChE 

inhibitory activities.13 The diversity of phytochemicals in betel leaf contributes to a 

synergistic effect, enhancing the overall inhibitory potency against both enzymes.14 Beyond 
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direct enzyme inhibition, the strong antioxidant properties of betel leaf compounds, 

particularly flavonoids, play a supportive role by reducing oxidative stress-induced enzyme 

activation.15 Additionally, some compounds in betel leaf demonstrates neuroprotective 

effects, which may further contribute to their impact on cholinergic function.16  

Macao tea (Scoparia dulcis Linn.) extract exhibits moderate AChE inhibitory activity, 

attributed to its diverse phytochemicals including flavonoids, terpenoids, and phenolic 

compounds. The inhibition likely involves multiple mechanisms such as competitive binding, 

allosteric modulation, metal chelation, and antioxidant effects.7 Key compounds, including 

scoparic acids A and D, and scopadulcic acid B, may significantly contribute to this activity. 

The complex phytochemical profiles of these plants not only provide effective cholinesterase 

inhibition but also offer a broader spectrum of beneficial effects on neurological health. 

Future studies should focus on isolating and characterizing the bioactive compounds, 

elucidating their specific mechanisms of action, and exploring their potential for therapeutic 

applications in cholinergic system modulation and neuroprotection. 

 

Table 2. IC50 values for AChE and BChE inhibition by plant extracts  

 

 

 

 

 

 

 

 

 

 

IC50 represents the concentration of samples required for 50% inhibition. Data are expressed 

as mean ± SD (n = 3). Identical letters indicate statistically insignificant differences (p > 

0.05) within the same column.  

 

Conclusion: 

This study demonstrates the superior cholinesterase inhibitory properties of betel leaf 

(Piper betle Linn.) extract among the investigated plant samples. Notably, betel leaf extract 

consistently exhibited the most potent inhibitory effects against both acetylcholinesterase 

(AChE) and butyrylcholinesterase (BChE). This dual inhibitory capacity underscores its 

potential significance in neurodegenerative disorder research, particularly in relation to AD 

where cholinergic dysfunction is a key factor. The findings suggest promising applications in 

developing new therapies, cognitive enhancement strategies, early screening tools, and 

natural pesticides, as well as uses in agriculture and food preservation. 
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Samples AChE 

IC50 (µg/mL) 

 BChE 

IC50 (µg/mL) 

Rambutan peel 238.25 ± 12.74cd  498.92 ± 49.74b 

Noni leaves 245.30 ± 12.74d  472.08 ± 15.21b 

Betel leaves 203.21 ± 8.52b  306.83 ± 37.56a 

Macao tea 218.67 ± 13.83bc  345.60 ± 12.37 a 

Galantamine 12.63 ± 0.07a  - 
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Abstract:  

Secretory leukocyte protease inhibitor (SLPI) is a serine protease inhibitor with 

various therapeutic potential. Over the last decade, several studies have reported that SLPI 

provides cardio-protective effects against myocardial ischemia/reperfusion (I/R) injury. 

However, circulating enzymes may degrade SLPI, leading to a short circulation half-life and 

limiting its clinical applications. To overcome the limitations of SLPI, researchers are 

interested in the use of exosomes as carriers to deliver therapeutic substances, and exogenous 

biomolecules from donor cells to target cells. Previous studies have demonstrated that 

exosome treatment can protect the heart by reducing I/R-induced apoptosis through the 

activation of survival signaling pathways. However, the exogenous loading of SLPI into 

exosomes has never been reported. In this study, we performed the exogenous loading of 

recombinant human SLPI (rhSLPI) into exosomes via electroporation. The morphology of 

SLPI-loaded exosomes was verified by transmission electron microscopy (TEM). Both blank 

and SLPI-loaded exosomes (SLPI-Ex) are spherical, with a cup-like shape and few clumps. 

ImageJ and nanoparticle tracking analysis (NTA) were performed on the size of exosomes. 

The results showed that the diameters of blank and SLPI-Ex ranged from 30 to 100 nm. After 

loading the rhSLPI, the zeta potential was reduced. Moreover, SLPI-Ex exhibited an SLPI 

encapsulation efficiency of 0.019%. The results demonstrated successful cellular uptake of 

SLPI-Ex by the human cardiomyocyte cell line (AC16). In summary, this work is the first to 

examine the introduction of rhSLPI into exosomes for targeted delivery to cardiac cells. This 

finding has potential for future research in the context of an ischemia/reperfusion paradigm.  

 

Keywords: Secretory leukocyte protease inhibitor (SLPI); Bioengineering; Extracellular 

vesicle; Exosome; Exogenous loading; Electroporation 

 

Introduction:  

Secretory leukocyte protease inhibitor (SLPI)1, a member of the cationic-whey acidic 

protein family, has been demonstrated to protect host cells against the detrimental effects of 

proteolytic enzymes generated during inflammatory processes. SLPI selectively inhibits 
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serine proteases, such as elastase and cathepsin G from neutrophils, chymotrypsin and trypsin 

from pancreatic acinar cells, and mast cell chymase.2 Our previous studies reported that SLPI 

provided cardioprotection 3-6 and vasculoprotection 7-9 against I/R injury. Since the SLPI 

protein is unstable and inefficient in entering target cells3,7,8, using nanoparticles to deliver 

recombinant human SLPI (rhSLPI) could enhance intracellular drug delivery efficiency.  

In multicellular organisms, cells communicate through direct contact or by releasing 

secreted molecules, which are taken up by other cells. The principal classes of cell-to-cell 

communication are distinguished by the distance between the originating and recipient cells. 

Autocrine signaling involves molecules acting on the same cell that produced them. while 

paracrine signaling involves molecules affecting nearby cells. Endocrine signaling involves 

molecules secreted into the bloodstream, and carried by the blood and tissue fluid to distant 

target cells.10Recent studies have demonstrated that cells communicate by releasing 

extracellular vehicles (EVs), a heterogeneous group of membrane-bound vesicles originating 

from nearly all cell types. These vesicles are released under normal physiological conditions 

as well as in response to cellular activation, senescence, and apoptosis. 

EVs is a generic term that refers to various secreted vesicle subtypes, including 

exosomes, microvesicles, ectosomes, oncosomes, and apoptotic bodies.11 EVs play a crucial 

role as cargo carriers capable of exchanging intercellular messages composed of various 

soluble and non-soluble cell-derived bioactive molecules such as proteins, mRNAs, 

microRNAs (miRNAs), lipids, and metabolites.12 When these bioactive component-rich EVs 

are transferred to selectively responsive recipient cells to trigger cellular activation, 

phenotypic changes, and reprogramming of gene expression and function.13,14 The 

identification of EVs as carriers of biological signals facilitates functional communication 

networks among cells highlighting the relevance of EVs in health and diseases. 

Among the EV family, there is growing clinical interest in “exosomes”, Exosomes are 

not only promising biomarkers with potential clinical value15, but also as alternative 

therapeutic agents, and drug delivery vehicles.16 Previous reports have indicated the role of 

exosomes in the pathogenesis of several diseases and their therapeutic potential in 

cardiovascular diseases.17 Several diseases are inadequately treated due to the challenges 

associated with delivering medicinal compounds effectively to the target area. Nanoparticle 

delivery methods are utilized as drug vehicles to provide regulated release, target specific 

regions of the body, ensure biocompatible, biodegradable, and non-toxic18 , and provide 

protection to overcome the limitations of rhSLPI.19 However, the of biological nanoparticles, 

especially exosomes for delivering rhSLPI to target tissues has not been reported. In this 

study, we are interested in using exosomes as a carrier for rhSLPI to treat cardiac cells 

subjected to ischemia/reperfusion injury. One of the interesting technical issues is the 

fabrication of an exosome carrying rhSLPI. Several methods of introducing biomolecules to 

exosomes have been reported.16 However, there is no report on the exogenous loading of 

rhSLPI into exosome (SLPI-Ex). Therefore, this study aims to fabricate SLPI-Ex using the 

exogenous loading method (i.e., electroporation) of rhSLPI and investigate the characteristics 

of the particles, and the internalization of the SLPI-Ex. The results of this study will provide 

valuable insights for the further preparation of SLPI-Ex for use in the myocardial I/R model.  
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Figure 1.  

Preparation and analysis of SLPI-Ex 

 

Methodology:  

Chemical and Reagent 

Recombinant human SLPI (rhSLPI) was purchased from Sino Biology Inc. (Beijing, 

China), Dulbecco’s modified Eagle’s medium (DMEM), fetal bovine serum (FBS), trypsin-

EDTA, and penicillin/streptomycin were purchased from Gibco (Gibco BRL, Life 

Technologies, Inc., NY, USA). Enzyme-linked immunosorbent assay (ELISA) was purchased 

from Abcam (Cambridge, UK). Other chemicals were purchased from Sigma-Aldrich® 

(Merck KGaA, Darmstadt, Germany). 

 

Labelling recombinant human SLPI (rhSLPI) 

The rhSLPI labelling was performed using the Alexa Fluor® 488 Protein Labelling 

Kit (Thermo Fisher Scientific Inc., Waltham, MA, USA). 2 mg/mL of rhSLPI 500 µL was 

mixed with 1 M sodium bicarbonate 50 µL and then dyed by transferring the mixture into a 

reactive dye vial, followed by stirring the reaction mixture for 1 hour at room temperature, 

protected from light. After that, purify the labelled protein by adding the rhSLPI labelling to 

the column, and periodically rinse with ~100 μL of elution buffer. The rhSLPI labelling was 

observed under UV light, divided into 2 bands: the first band is the rhSLPI labelling and the 

second is a free dye. Collect the band into each collection tube and measure the absorbance at 

280 and 494, followed by calculating the concentration of protein in the sample (1): 
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(1) 

 
 

SLPI-Ex loading 

In this study, we received an isolated exosome from Naresuan University, which was 

stem cells from human exfoliated teeth (SHED) (COE.No.MU-DT/PY -lRB 2022/0 13.2502). 

To prepare SLPI-Ex loading, the 0.04 µg/µL of isolated exosome was mixed with 0.2 µg/µL 

of dye-labeled rhSLPI protein to reach a mixture final volume of 400 μL by adjusting the 

volume with PBS. The mixture was added into 0.2 cm–gap Gene Pulser/MicroPulser 

Electroporation Cuvettes Invitrogen electroporation cuvettes (Bio-Rad Laboratories, Inc., 

Hercules, CA, USA) and electroporated in a Gene Pulser Xcell Electroporation System (Bio-

Rad Laboratories, Inc., Hercules, CA, USA) at 140 V and 25 pulses.20 

After that, exosomes containing rhSLPI protein (SLPI-EV) were purified by adding 

400 μL of Ni-NTA agarose resin (Qiagen)21, incubated with shaking at 4 °C for 24 h, and 

then centrifuged at 14,000 x g for 30 s. The supernatant was collected (SLPI-EV) and the 

precipitated Ni-NTA agarose was resuspended with PBS.22 Next, the load and non-loading 

rhSLPI in exosomes were determined by flow cytometry (CytoFLEX S, Beckman Coulter, 

United States). 

 

Transmission Electron Microscopy (TEM) 

The morphological characterization of an exosome was determined by transmission 

electron microscopy (TEM, JEM-2100Plus, JEOL, Germany). The exosome was fixed by 

2.5% glutaraldehyde at a ratio of 1:1 and then incubated at room temperature for 30 min. 

Place one drop (approximately 10 μL) of fixative exosomes on a parafilm, invert a 400-mesh 

copper grid (Ted Pella, Redding, CA, USA) onto the sample for one minute at room 

temperature, and then blot the excess liquid with filter paper. After that the grid was washed 

with 100 µL ultrapure water 2 times before staining the sample with 30 µL of 3% 

phosphotungstic acid (PTA) for 15 s, kept in a desiccator for drying overnight, and observed 

by TEM under an acceleration voltage of 100 kV. The sizes of nanoparticles (at least 100 

particles) were measured manually and calculated using ImageJ software (National Institute 

of Health).23  

 

Nanoparticle Tracking Analysis (NTA) 

Nanoparticle tracking analysis (NTA) measured the size and concentration of 

exosomes with a NanoSight NS-1300 (Malvern Instruments, Ltd., UK). Every measurement 

was conducted at a consistent temperature of 25  1 ºC to maintain a uniform viscosity of the 

fluid. The dilutions used in this experiment varied from 1:100 to 1:1000 and were prepared in 

sterile filtered (0.22 µm) phosphate-buffered saline. 

 

Polydispersity index (PDI) and zeta potential  

The zeta potential of exosomes and the polydispersity index (PDI) were measured by 

using a Malvern Zetasizer (UK) at the Biomedical Engineering Institute, Chiang Mai 

University. The polydispersity index (PDI) of the 1 mL of exosomes was determined using 

the disposable plastic micro-cuvette (ZEN0040). The zeta potential of the 1 mL of exosomes 

was determined using the foldable capillary cell (DTS1070).  

 

Encapsulation efficiency 
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To determine the encapsulated SLPI level, exosome needs to be ruptured. The 

exosome sample was mixed with RIPA buffer at a ratio of 1:1, then sonicated for 5 min, 

followed by vortex, and then repeated 3 times. Following that, a 1:10000 dilution of the 

sample with PBS was used to find the concentration of rhSLPI using an enzyme-linked 

immunosorbent assay (ELISA) and to figure out the percentage of encapsulation efficiency 

(%EE) equation (2).7 

 

     (2) 

  

 

Cell and cell culture 

The human cardiomyocyte cell line (AC16) (ATCC-CRL3568) was cultured in 

Dulbecco’s modified eagle medium (DMEM) supplemented with 10 percent heat-inactivated 

fetal bovine serum (FBS) (ATCC 30-2020) and 5000 units/mL of penicillin/streptomycin. 

The cells were maintained at a temperature of 37 ºC in a humidified atmosphere consisting of 

95% air and 5% CO2 until they reached a confluency of 70 to 80% before conducting any 

experiments. 

 

The internalization of SLPI-Ex 

The human cardiomyocyte cell line (AC16) was cultured in an 8-chamber slide by 

adding 200 µL of a cell solution containing 5  105 cells/mL and incubated for 24 hours until 

the cells reached about 80% confluence. Next, cells were pre-treated with labelled-SLPI-

loaded exosomes at concentrations of 1 µg/mL and incubated for 24 hours at a temperature of 

37 ºC, with an atmosphere consisting of 95 percent air and 5 percent CO2. The chamber slide 

was washed twice with 200 µL of PBS. Then fixed cells with 4% paraformaldehyde for 20 

minutes at room temperature and washed twice before staining with 200 µL of FITC-

phalloidin conjugate (Sigma-Aldrich; Merck KGaA) for 1 h at room temperature with 

protective light followed by washing twice. Subsequently, nuclear staining with 200 µL of 

DAPI (4′,6-diamidino-2-phenylindole) (Sigma-Aldrich; Merck KGaA) for 20 min, washing 

twice. Then 20 µL of 50% glycerol was added, sealed with a cover slide and nail polish, and 

kept at 4 ºC in the dark moist box until used. The internalization of SLPI-Ex was observed 

under a confocal laser scanning microscope (Stellaris 5, Leica, Germany) 

The AC16 was cultured in a 96-well plate by adding 200 µL of a cell solution 

containing 1 × 104 cells/mL and incubated for 24 h until the cells reached about 80% 

confluence. Then, treated cells with labeled SLPI-loaded exosomes at concentrations of 

0.0005 µg/µL at a temperature of 37 °C in an atmosphere consisting of 95 percent air and 5 

percent CO2. After 2, 6, and 24 h, the wells were washed three times with 100 μL of PBS. 

Then fixed cells with 4% paraformaldehyde for 20 min at room temperature and protected 

from light. Subsequently, the fluorescence intensity was measured in a microplate reader 

excitation/emission at 485/528 nm.20 

 

Statistical analysis 

The statistical analysis in this work was conducted using commercially accessible 

software (GraphPad Prism version 10, San Diego, CA, USA). The data were presented as the 

mean  standard deviation (SD). The significance of all comparisons was assessed using an 

unpaired t-test or ANOVA, followed by the Tukey-Kramer test, when appropriate. A 

significance level of 0.05 was employed to determine statistical significance 
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Results and Discussion:  

Characteristics of Exosomes  

This study investigated the characteristics of exosomes using TEM, DLS, NTA, flow 

cytometry, and ELISA. The transmission electron microscopy revealed all exosomes (blank 

and SLPI-Ex) to be spherical, with a cup-shaped structure and slight clumping (Figure 2A 

and 2B). Exosome size was measured by ImageJ and NTA. According to ImageJ, the 

average diameters of blank and SLPI-Ex were 44.4  5.5 nm and 41.4  9.6 nm, respectively, 

based on a few randomly selected samples from TEM images (Figure 2E). In contrast, NTA 

measurements showed the sizes of blank and SLPI-Ex to be 94.8  1.8 nm and 66  4.6 nm, 

respectively (Figure 2C and 2D).  

The results indicate that the exosome sizes measured by ImageJ (TEM) and NTA may 

be attributed to differences in measurement techniques and sample preparation. For TEM 

imaging, samples of fixation, dehydration, and staining processes, can lead to size alterations 

due to shrinkage, potentially resulting in inaccurate measurements.24 The TEM may not 

accurately represent the actual size of exosomes. Thus, NTA seemed to be more accurate in 

sizing exosomes than ImageJ (TEM).25 Furthermore, the measurements of the blank (SHED-

Ex) from NTA match those from the previous study.26 NTA measures exosomes by tracking 

their Brownian motion in a liquid suspension, which can better reflect the actual size of 

exosomes.27 Furthermore, the size of SLPI-Ex in NTA was lower than the blank, most of the 

blanks in the graph have a size similar to SLPI-Ex, but some parts of them have larger sizes, 

possibly due to exosomes clumping when compared with the TEM image, resulting in an 

average size of the blank that is higher than SLPI-Ex. The concentration of exosomes before 

and after loading rhSLPI was 5.43  1011   4.88  1010 and 1.39  1011  6.59  109 (mean 

particles per mL  standard error), respectively (Figure 2C and 2D).  

The polydispersity index (PDI) of exosomes was measured by Zetasizer, and the PDI 

values for blank and SLPI-Ex were 0.592  0.07 and 0.583  0.1, respectively (Figure 2F). 

The PDI is a measure of the uniformity of a nanoparticle distribution in the solution.28 The 

PDI of the blank was similar to the SLPI-Ex. The PDI ranging from 0.05 to 0.7 is used for 

determining the size distribution of particles.29 A PDI value less than 0.05 indicates high 

uniformity dispersity, whereas a PDI value greater than 0.7 indicates low uniformity 

dispersity.29 As a result, the PDI of all subtypes of nanoparticles was close to 0.7, suggesting 

that the nanoparticles exhibited low uniformity in dispersity. This could be attributed to the 

aggregation of nanoparticles or the presence of a wide range of particle sizes within the 

samples. 

The zeta potential of blank and SLPI-Ex measured by DLS was -23.5  5.9 mV and -

13.1  0.6 mV, respectively (Figure 2H). The zeta potential of SLPI-Ex is significantly 

greater than blank, possibly due to the positive charge of the rhSLPI protein2 , which reduces 

the overall negative charge of the exosome upon loading.30 These findings demonstrate that 

exosomes can encapsulate rhSLPI.  
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Figure 2.  

The physical characteristics of exosomes using the transmission electron microscopy image 

of (A) Blank and (B) SLPI-Ex; nanoparticle tracking analysis of (C) Blank and (D) SLPI-Ex, 

(E) size from ImageJ; (F) PDI; (H) zeta potential compared with blank **p < 0.001 (unpaired 

t-test). 

 

SLPI-Ex loading 

The initial concentration of rhSLPI was 2 µg/µL, which was used for labeling with 

the Alexa Fluor® 488 Protein Labelling Kit. After the labeling process, the concentration of 

the labeled rhSLPI was 0.212 µg/µL. The experimental procedures resulted in a substantial 

loss of rhSLPI protein, approximately tenfold, as the post-labeling concentration was lower 

than the initial concentration, possibly due to purification steps to remove excess dye or the 

excessive amount of rhSLPI protein compared with dye. Therefore, to minimize this loss, the 

purification process should be optimized, and adjustment of the dye-to-protein ratio or the 

incubation should be considered. 

The encapsulation efficiency percentage (EE%) was calculated based on the actual 

amounts of SLPI incorporated into SLPI-Ex. Starting with 0.212 µg/µL of labeled rhSLPI, 

378 µL was used totaling 75.6 µg of initial SLPI. After fabricating SLPI-Ex, the 

concentration of SLPI-Ex obtained was 316,444 pg/mL, when 50 µL of SLPI-Ex was added 

to an ELISA containing with 0.015 µg of SLPI-Ex. The results showed that the rhSLPI 
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loading efficiency of SLPI-Ex was 0.019%. The concentration of rhSLPI protein 

encapsulated in exosomes was measured using the ELISA technique. The results 

demonstrated that the concentration of rhSLPI protein in SLPI-Ex was significantly higher 

than in blank (316,444  28,240 pg/mL compared to 0.00  0.00 pg/mL, ***p < 0.0001), 

indicating that that exosome effectively encapsulated the rhSLPI protein (Figure 3A).  

However, the encapsulation efficiency percentage of rhSLPI in SLPI-Ex was very low 

compared to the initial value of rhSLPI. This might be due to the addition of an excessive 

amount of rhSLPI protein, which results in the exosome being unable to encapsulate all the 

rhSLPI protein, or the electrophoresis process may not be sufficiently effective in loading 

rhSLPI into exosomes alone. To improve the encapsulation efficiency of rhSLPI in 

exosomes, adjustments to the loading process could be considered, such as optimizing the 

ratio of exosomes to rhSLPI, extending the incubation period, or incorporating additional 

exogenous loading steps. These strategies could potentially enhance the encapsulation 

efficiency of rhSLPI into exosomes. Even though our results showed a low percentage of 

encapsulation efficiency (about 316,444 pg/mL), a previous study found that a concentration 

of rhSLPI between 0.05 and 0.5 pg/mL is enough to treat ischemia/reperfusion (I/R).31 This 

suggests that the rhSLPI concentration in our study is sufficient to exert therapeutic effects on 

myocardial ischemia/reperfusion (I/R) injury or other vascular-related diseases. Nevertheless, 

further optimization and adjustments to the concentration may be necessary to achieve a 

higher encapsulation efficiency of SLPI-Ex in future studies. 

To verify the success of exogenous loading of rhSLPI into exosomes, we analyzed the 

population of loaded and unloaded rhSLPI into exosomes by flow cytometry. The rhSLPI 

was labeled with a fluorescence dye Alexa flour 488 loaded into exosomes. Our results 

revealed 2 populations: unloaded exosomes and rhSLPI-labeled exosomes, with 14.95% and 

49.17% of the particles, respectively. Among the detectable events, the percentage of 

fluorescence-positive particles was detected at approximately 56% compared with un-loaded 

SLPI-labeled, confirming the existence of SLPI-labeled. These findings demonstrate that the 

exogenous loading of rhSLPI into the exosome was successful (Figure 3B). 

 

 
 

Figure 3.  

(A) The concentration of rhSLPI in SLPI-Ex compared with blank by ELISA ***p < 0.0001 

(unpaired t-test); (B) flow cytometry (left) the population of unloaded and loaded of SLPI-Ex 

(right) the percentage of SLPI-labeled loaded exosomes 

 

Internalization of SLPI-Ex 

Confocal laser scanning microscopy revealed that SLPI-Ex accumulated in the 

cytoplasm after 24 h (Figure 4A). The fluorescence intensity of SLPI-Ex was measured at 2, 
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6, and 24 h with values of 97.7  1.53, 99.7  1.53, and 4.33  0.57, respectively (Figure 

4B). As a result, the fluorescence intensity after 24 h was shown to the significantly lower 

than the fluorescence intensity at 2 and 6 h, indicating that exosomes were capable of uptake 

into the cells (AC16) after incubating for 24 h.  

Future research needs to address several limitations of this study. Specifically, the 

cytotoxicity effects, in vitro release profile, and stability of SLPI-Ex (Secretory Leukocyte 

Protease Inhibitor-Exosome) must be thoroughly evaluated. Additionally, employing in vitro, 

ex vivo, and in vivo models will be essential to validate the efficacy of SLPI-Ex and enhance 

its clinical relevance. For successful clinical application, exosomes must be engineered to 

effectively target specific cells or tissues of interest. 

      

Figure 4.  

The internalization of SLPI-Ex (A) Confocal laser scanning images (B) The fluorescence 

intensity at 2, 6, and 24 h ***p < 0.0001 versus each other group (unpaired t-test). 

 

Conclusion:  

Our study is the first to demonstrate that the recombinant human secretory leukocyte 

protease inhibitor (rhSLPI) can be successfully loaded exogenously into exosomes and 

effectively taken up by the human cardiomyocyte cell line (AC16). The results of this study 

will provide valuable insights for the future development of SLPI-Ex for investigation in 

myocardial I/R models.  
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B
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Abstract:  
Piper sarmentosum Roxb., also known as "Cha-plu" in Thailand, is a traditional herb valued 
for its phytochemical content. Its leaves are widely used in cooking, but their bioactive 
potential after cooking has not been fully studied. This research examines the phytochemical 
content, antioxidant activity, and mutagenicity of P. sarmentosum leaf extracts prepared using 
traditional culinary methods to assess potential health benefits. 

Fresh P. sarmentosum leaves were extracted using two methods that mimic cooking 
practices. Boiling the leaves created a hot water extract (PHWE) similar to curry broth, while 
ethanolic extraction of the boiled leaves (PREE) represented the leftover vegetable residue. 
The chemical composition, antioxidant activity, and mutagenic potential of both extracts were 
then evaluated. PHWE and PREE exhibited distinct chemical profiles. PREE, with higher 
amounts of phenolics and flavonoids, had stronger antioxidant activity in both ABTS and 
FRAP assays. PHWE, however, contained more condensed tannins, indicating better extraction 
of water-soluble compounds. Neither extract showed mutagenic activity in the Salmonella 
assay, suggesting they are safe for therapeutic or dietary use. 

These findings suggest that P. sarmentosum leaves maintain strong antioxidant 
properties even after culinary preparation. This highlights their potential as a functional food 
ingredient with promising health benefits. Further research is warranted to explore their broader 
therapeutic potential, particularly in conditions where antioxidant properties are beneficial. 

 
Introduction:  
Piper sarmentosum Roxb. (Piperaceae), commonly known as "wild betel" or "Cha-plu" in Thai, 
is a perennial creeping herb with white blooms, widely distributed across Southeast Asia. It is 
not only an integral part of traditional medicine but also a popular culinary ingredient ( 1 ,  2 ) , 
particularly in Lanna and Thai cuisine. The leaves are consumed both raw, as in the wrap snack 
Miang Kham, and cooked in curry like Kaeng Khua. 

P. sarmentosum is a rich source of health-promoting phytochemicals, including 
phenolic compounds, xanthophylls, tannins, and essential oils (3), which exhibit a broad 
spectrum of biological activities such as antimicrobial, anti-inflammatory, antioxidant, and 
anticancer effects (4-6). Among its various parts, the leaves are particularly abundant in natural 
antioxidants, primarily due to their high content of flavonoids and other bioactive compounds 
(7, 8). Notable flavonoids identified in P. sarmentosum leaves include quercetin, naringenin, 
myricetin, and apigenin (9), all of which are known to exert anticancer effects through multiple 
molecular pathways, including apoptotic, autophagy, NF-κB, JAK/STAT, and tumor 
suppressor pathways (10). 
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The potent bioactive compounds and antioxidant properties of P. sarmentosum leaves 
contribute to a range of other therapeutic effects, including anti-inflammatory, antimicrobial, 
and cardioprotective activities (5, 11-13). For instance, methanolic extracts of P. sarmentosum 
leaves have been shown to prevent stress-induced gastric ulcers by modulating oxidative stress 
and inflammation (14), while aqueous extracts have demonstrated in vivo anti-nociceptive and 
anti-inflammatory activities (15), along with in vitro cytoprotective effects against oxidative 
stress (16). Importantly, the aqueous extracts have also been reported to be non-mutagenic, 
supporting the safety of using P. sarmentosum as a medication or dietary supplement (17). 

Given the growing interest in natural antioxidants, P. sarmentosum leaves hold 
significant promise as a resource for developing novel functional foods and therapeutic agents. 
This plant is commonly consumed in Thailand, particularly in curries and soups, where the 
leaves are typically boiled for 15–30 minutes. However, there remains limited understanding 
of the phytochemical profile, content, and biological activities of P. sarmentosum leaves 
following culinary preparation. 

Polyphenols, key antioxidants in plants, are often considered heat-labile, with total 
phenolic content typically highest at moderate extraction temperatures of 60–80°C. 
Nonetheless, some studies report that water extraction at temperatures as high as 100°C or 
above can yield substantial amounts of phenolic compounds and antioxidant activity (18). 
Despite the general perception that high temperatures degrade bioactive compounds, P. 
sarmentosum leaves are hypothesized to maintain considerable antioxidant activity even after 
undergoing typical cooking processes. 

To address this gap, we simulated the extraction of P. sarmentosum leaves using 
methods that mimic traditional cooking practices, resulting in two extracts: PHWE (broth of 
the curry) and PREE (residue of the vegetable in the curry). This study aims to explore the 
phytochemical profile, content, antioxidant activity, and mutagenicity of these extracts, which 
will provide valuable insights for the future standardization and consumption of P. 
sarmentosum leaves as functional food ingredients. 
 
Methodology:   
Preparation of P. sarmentosum extracts 
The fresh leaves of P. sarmentosum were obtained from Terdwalai farm, Chiang Mai province, 
Thailand, and collected at the Faculty of Pharmacy, Chiang Mai University, with voucher 
specimen No. 0023333. Briefly, fresh leaves were added to hot water (100°C) and boiled for 
15 minutes to mimic culinary preparation, as in curries or soups where the vegetables are 
typically boiled for 15–30 minutes. The extract was filtered using a filter cloth, then 
centrifuged at 9,000 rpm at 4°C for 10 minutes. The supernatant was dried using a lyophilizer, 
yielding the hot water extract of P. sarmentosum leaves (PHWE). 
 The residue from the hot water extract was dried in a hot air oven at 60°C for 24 hours, 
as previous findings showed that drying P. sarmentosum leaves in a hot air oven at 40–60°C 
did not significantly alter total tannin content or phytochemicals (19). The dried residue was 
then ground into a powder and extracted twice with 70% ethanol, with a 2-day soaking period 
and 4 hours of stirring each day. After this period, the extract was filtered using vacuum 
p u m p s  and the resulting ethanolic extract of residue was evaporated and dried with a 
lyophilizer, yielding the residue ethanolic extract (PREE). The extracts of P. sarmentosum 
leaves (PSLEs), comprising PHWE and PREE, were stored at -20 °C until analysis. 

 
Determination of chemical constituents in PSLEs 
Total phenolics determination 
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The content of total phenolic compounds was measured using the Folin-Ciocalteu colorimetric 
method with minor modifications (20). The PSLEs were mixed with Folin-Ciocalteu reagent 
and incubated at 45 °C for 15 minutes. The absorbance was measured at 765 nm using a UV-
visible spectrophotometer. The total phenolic content was calculated with the calibration curve 
of gallic acid and expressed as mg of gallic acid equivalent per g of the extract (mg GAE/g 
extract). 
 
Total flavonoids determination 
The content of total flavonoid was measured using the aluminum chloride colorimetric method 
with minor modifications (21). The PSLEs were mixed with NaNO2 and AlCl3•6H2O and then 
incubated at 45 °C for 20 minutes. After that, NaOH was added to the mixture. The absorbance 
was measured at 520 nm. Catechin was used as a standard for the calibration curve and 
expressed as mg catechin equivalents per g of the extract (mg CE/g extract). 
 
Chlorophyll and carotenoid determination 
The content of total chlorophyll and carotenoid were evaluated using spectrophotometry with 
minor modifications (22). The PSLEs were homogenized with 80% acetone and incubated for 
3 hours at 4 ºC. The solution was centrifuged at 9,000 rpm for 5 minutes. The absorbance of 
the solution was measured at 480, 510, 645, and 663 nm. The concentrations of total 
chlorophyll and carotenoid were calculated using the following equations (23, 24), and then 
express in mg per gram of extract (mg/g extract). 

Total chlorophyll (mg/L) = 20.2(A645) + 8.02(A663)  
Total carotenoids (mg/L) = 7.6(A480) – 1.49(A510)   

 
Tannin determination 
The content of hydrolysable tannins was used to evaluate the gallotannin and ellagitannin 
content with minor modifications (25). The PSLEs were mixed with H2SO4 and then incubated 
at 85  °C for 20 hours. The solution was centrifuged at 3,000 xg, and the supernatant was 
collected. After that, ethanolamine and ammonium acetate were added to the solution and, 
adjusted the pH to 5.5. The mixture was incubated at 4 °C for 48 hours. Next, KIO3 was added 
to the solution to produce methyl gallate. The solution was measured at 525 nm. Methyl gallate 
was used as a standard for the calibration curve, expressed as mg methyl gallate equivalents 
per gram of extract (mg methyl gallate/g extract). 

The content of condensed tannins was measured using the vanillin method with minor 
modifications (26). The PSLEs were mixed with vanillin reagent, which contains concentrated 
HCl and vanillin in methanol, and then incubated at 30°C for 20 minutes. The solution was 
measured at 550 nm, and catechin was used as a standard for the calibration curve, expressed 
as mg of catechin equivalents per gram of extract (mg CE/g extract). 
 
HPLC analysis 
The HPLC analysis was perfumed to observe the phenolic compounds and flavonoids 
fingerprints using the system of Agilent Technologies (Santa Clara, CA, USA) with Zorbax 
Eclipse XDB-C18 column and photodiode array detector (27). To observe the phenolic 
compounds in the extracts, a gradient mobile phase consisted of 3% acetic acid in water and 
methanol was used and UV-Visible spectra of the extracts were detected at 260, 280, 320 and 
360 nm. 
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The flavonoids fingerprint of the extracts was observed by using a mobile phase system 
consisting of acetonitrile and 0.2% formic acid in water under gradient conditions, followed by 
conducted UV-Vis spectra at wavelengths of 270 and 340 nm.  

 
Determination of antioxidant activity in PSLEs  
ABTS assay 
The ABTS assay was used to evaluate the relative ability of antioxidants to scavenge the 
ABTS radical as described in previous study (28). The PSLEs were added to the working 
ABTS radical solution and incubated for 6 minutes in the dark. The reaction mixture was 
measured at wavelength 734 nm, and the antioxidant capacity was expressed as % ABTS 
radical scavenging using Trolox as a positive control. 

 
FRAP assay 
The FRAP assay is the rapid reduction of ferric-tripyridyltriazine (FeIII-TPTZ) by antioxidants 
present in the samples, resulting in ferrous-tripyridyltriazine (FeII-TPTZ), a blue-coloured 
product (29). The FRAP reagent containing 2,4,6-tripyridyl-s-triazine (TPTZ) and 20 mM 
ferric chloride (FeCl3) in sodium acetate buffer (pH 3.6) was mixed with PSLEs and incubated 
at 37°C for 4 minutes. The absorbance was estimated at 593 nm. Ferrous sulphate (FeSO4) was 
used to create a standard curve, and the antioxidant activity of PSLEs was expressed as 
milligram of ferrous sulphate per gram of extract (mg FeSO4/g). 
 
Mutagenicity test using Salmonella mutation assay 
The mutagenicity of PSLEs was tested using S. typhimurium strains TA98 and TA100 in the 
presence and absence of metabolic activation. PSLEs were mixed with the S9 mixture (+S9), 
the mixture of S9 fraction and cofactors, and a sodium phosphate buffer (-S9). After that, a 
bacterial culture was added and incubated at 37 °C for 20 minutes in a water bath shaker. Then, 
a top agar solution containing L-histidine and D-biotin was added, and the mixture was poured 
on a minimal glucose agar plate. The plate was incubated at 37 °C for 48 hours. DMSO were 
used as negative control for all mutagens and PREE, while DW were used as negative control 
for PHWE. Positive control of TA98 and TA100 in the presence metabolic activation condition 
(+S9) is 2-aminoanthracene (2-AA), and in the absence metabolic activation condition (-S9) is 
2-(2-furyl)-3-(5-nitro-2-furyl)-acrylamide (AF-2). Mutagenicity was expressed as the 
mutagenic index (MI). The MI is a value that indicates the mutagenic potential of the test 
substance. When the MI is higher than two, indicating mutagenicity of the test substance (30). 
 
Statistical Analysis 
The data are reported as mean ± SD (n=3), except for the results obtained from the Salmonella 
mutation assay, which was expressed as mean ± SEM values and performed in two independent 
experiments. The statistical significance of differences between groups was analyzed by one- 
way analysis of variance (ANOVA) using GraphPad Prism software version 9.5.1 (GraphPad 
Software, CA, USA), and p < 0.05 was considered significant. 
 
Results and Discussion:  
Physical appearance, extraction yield, and HPLC profile of PSLEs 
The physical appearance and extraction yield of P. sarmentosum leaf extracts are summarized 
in Table 1. The PHWE extract appeared as a black powder, while the PREE extract exhibited 
a dark brown powder form. The extraction yields, calculated as the percentage of dry extract 
per kilogram of fresh leaves, were different between the two methods. PHWE yielded 32.64%, 
approximately double that of PREE, which yielded 18.07%. This notable difference suggests 
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that hot water extraction (PHWE) is more efficient for extracting soluble components from P. 
sarmentosum leaves compared to ethanol extraction (PREE).  

The HPLC chromatograms of PHWE and PREE, shown in Figure 1, revealed key 
differences in their chemical profiles. Both extracts exhibited prominent peaks at retention 
times around 30.2, 44.4, 48.8, and 49.6 minutes. The similar peak absorptions at retention times 
of 30.2 and 44.4 minutes suggest that both extracts contain comparable amounts of certain 
hydrophilic analytes. However, at the retention times of 48.8 and 49.6 minutes, PREE showed 
a higher absorption than PHWE, indicating a higher concentration of hydrophobic compounds 
in the ethanol extract. 

These findings are consistent with the solvent properties used in the extraction 
processes. Water, being a polar solvent, predominantly extracts hydrophilic compounds, 
whereas ethanol, with both polar and non-polar characteristics, can solubilize a broader range 
of compounds, including more hydrophobic substances. Consequently, the higher retention 
time and greater absorption observed in PREE reflect its enriched content of hydrophobic 
compounds compared to PHWE. 
 
Table 1. Physical appearances and percentage yield of PSLEs 

Extracts Physical appearances %Yield/kg fresh weight of leaves 
PHWE Powdered, back color 32.64 ± 10.3 
PREE Powdered, dark brown color 18.07 ± 4.2 

Values are expressed as mean ± SD.  
 

 
Figure 1. HPLC chromatograms of PSLEs 

 
Chemical constituents in PSLEs 
The chemical composition of PSLEs is presented in Figure 2. The PREE extract contained higher 
levels of most phytochemicals compared to PHWE, except for condensed tannins. Specifically, 
the total phenolic content in PREE was 48.1±6.2 mg GAE/g extract, slightly higher than the 
41.1±7.6 mg GAE/g extract found in PHWE. Moreover, the total flavonoid content in PREE 
(12.3±2.1 mg CE/g extract) was approximately three times greater than that in PHWE (4.1±0.4 
mg CE/g extract). Phenolics and flavonoids are well-known for their biological and antioxidant 
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activities, primarily due to the presence of functional hydroxyl groups that enable them to 
scavenge free radicals and chelate metal ions (31).  

Previous reports have shown that P. sarmentosum leaves contain a variety of phenolics 
and flavonoids. Purba et al. demonstrated that P. sarmentosum leaves contain phenolic acids such 
as caffeic acid, syringic acid, p-coumaric acid, and ferulic acid, while flavonoids such as catechin, 
rutin, myricetin, quercetin, apigenin, and kaempferol are also present (19). The higher phenolic 
and flavonoid content found in PREE suggests potentially greater biological activity compared 
to PHWE. 

In addition, PREE exhibited significantly higher levels of total chlorophyll (11.3±0.7 
mg/g extract) compared to PHWE (0.3±0.0 mg/g extract). The carotenoid content followed a 
similar trend, with PREE containing 3.6±0.3 mg/g extract, far exceeding the 0.2±0.0 mg/g extract 
observed in PHWE. Chlorophylls and carotenoids are essential pigments in plants, playing 
crucial roles in photosynthesis. Previous studies have highlighted the presence of antioxidants 
such as vitamins C and E, carotenes, xanthophylls, tannins, and phenolic compounds in P. 
sarmentosum leaf extracts (3). Among the carotenoids, xanthophylls are the most abundant (32), 
particularly lutein, which contributes to light harvesting, photoprotection, and the assembly of 
light-harvesting antenna complexes (33). 

Regarding tannin content, both PHWE and PREE showed similarly low levels of total 
hydrolysable tannins, with 0.22±0.3 and 1.33±0.6 mg methyl gallate/g extract, respectively. 
However, PHWE contained a significantly higher concentration of total condensed tannins at 
126.7±12.6 mg CE/g extract, compared to 39.5±3.7 mg CE/g extract in PREE. This difference is 
likely due to the water-soluble nature of condensed tannins, which are more efficiently extracted 
by the hot water method used for PHWE. 

 
Figure 2. The contents of TPC, TFC, chlorophylls, carotenoids, and tannins in PSLEs.  

a indicate statistical differences from PHWE at p < 0.0001. 
TPC: Total phenolic content; TFC: total flavonoid content. 

 

Antioxidant activity in PSLEs  
The antioxidant activity of PSLEs was evaluated using the ABTS radical cation scavenging 
assay and the FRAP assay, with Trolox serving as the positive control at concentrations of 0.5 
mg/ml for ABTS and 0.05 mg/ml for FRAP. As shown in Figure 3A, Trolox at 0.5 mg/ml 
achieved a 72% ABTS radical scavenging activity. Both PHWE and PREE exhibited a dose-
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dependent inhibition of ABTS radicals across a concentration range of 5-50 mg/ml, with PREE 
demonstrating a stronger scavenging effect than PHWE.  

Similarly, the FRAP assay, which measures the ferric ion-reducing capacity, showed 
that Trolox at 0.05 mg/ml reduced ferric ions, forming 0.14 mg FeSO₄/ml, as presented in 
Figure 3B. Both PHWE and PREE, within a concentration range of 1-5 mg/ml, exhibited 
antioxidant activity by reducing ferric ions in a dose-dependent manner. Notably, PREE 
consistently showed higher antioxidant activity than PHWE in both assays, which correlates 
with its higher phenolic and flavonoid content. 

These findings are consistent with previous research indicating that P. 
sarmentosum possesses significant antioxidant properties, largely attributed to its rich content 
of bioactive compounds such as polyphenols and flavonoids, which are known to contribute to 
antioxidant activity (7). 

 
Figure 3. Antioxidant activity of PSLEs. (A) ABTS assay (B) FRAP assay. 

a and b indicate statistical differences from Trolox at p < 0.0001 and p < 0.01, respectively. 
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Mutagenicity of PSLEs in Salmonella Mutation Assay 
The Salmonella mutation assay, a widely used method for assessing potential mutagenic 
effects, was employed to evaluate the mutagenicity of PSLEs. The results, summarized in Table 
2, indicate that all tested concentrations of PSLEs had no significant effect on the number of 
revertant colonies in S. typhimurium strains TA98 and TA100, both in the presence and 
absence of metabolic activation, when compared to the vehicle control. Additionally, PSLEs 
did not exhibit a mutagenic index greater than 2.0 in either strain, further supporting the 
absence of mutagenic activity.  
 Previous research indicates that the water extract of P. sarmentosum has neither direct 
nor indirect genotoxic effects and shows no significant mutagenic activity. This was 
demonstrated by the lack of genotoxic effects, measured by micronucleus formation, both with 
and without S9 metabolic activation (17). These findings are consistent with our results, further 
suggesting that PSLEs are non-mutagenic and non-toxic under the conditions tested, 
highlighting their potential safety for use in therapeutic and dietary applications. 

However, the limitations of our study include the need for further investigation using 
animal models and clinical trials to gather more comprehensive information on the potential 
toxicity of P. sarmentosum. 
 
Table 2. Mutagenicity of PSLEs in S. typhimurium strains TA98 and TA100 in the presence 
and absence of metabolic activation 

Extracts Concentration 
(per plate) 

Number of His+ revertant colonies (Mutagenic Index) 
TA98 TA100 

+S9 -S9 +S9 -S9 
DW 

DMSO 
2AA 
AF-2 
AF-2 

- 
- 

0.50 µg 
0.10 µg 
0.01 µg 

 24.8 ± 3.3 (1.0) 
23.5 ± 0.5 (1.0) 

1339.2 ± 391.0 (57.0) 
- 
- 

 28.2 ± 4.2 (1.0) 
20.0 ± 1.0 (1.0) 

- 
307.7 ± 13.0 (15.4) 

- 

84.3 ± 0.3 (1.0) 
80.5 ± 2.8 (1.0) 

1157.8 ± 44.6 (14.4) 
- 
- 

85.0 ± 4.7 (1.0) 
88.5 ± 6.5 (1.0) 

- 
- 

1203.5 ± 9.9 (13.6) 

PHWE 
200 µg 
1000 µg 
5000 µg 

33.8 ± 7.8 (1.4) 
31.8 ± 2.8 (1.3) 
20.0 ± 6.7 (0.8) 

31.7 ± 8.7 (1.1) 
28.7 ± 6.7 (1.0) 
33.1 ± 7.6 (1.2) 

77.8 ± 7.9 (0.9) 
87.7 ± 1.0 (1.0) 
81.3 ± 8.0 (1.0) 

86.1 ± 0.4 (1.0) 
79.5 ± 7.9 (0.9) 
84.2 ± 4.2 (1.0) 

PREE 
200 µg 
1000 µg 
5000 µg 

28.5 ± 1.8 (1.2)  
27.1 ± 4.4 (1.2) 
34.5 ± 4.5 (1.5) 

22.0 ± 0.0 (1.1)  
25.2 ± 0.2 (1.3) 
30.8 ± 7.5 (1.5) 

94.0 ± 4.0 (1.2)  
88.0 ± 4.0 (1.1) 
84.3 ± 6.0 (1.1) 

87.7 ± 4.7 (1.0) 
86.7 ± 5.0 (1.0) 
96.3 ± 0.7 (1.1) 

Values are expressed as mean ± SEM.  2AA: 2‐Aminoanthracene; AF‐2: 2‐(2‐furyl)‐3‐(5‐nitro2‐
furyl)‐acrylamide; DMSO: dimethyl sulfoxide; DW: distilled water. 
 
Conclusion:  
This study provides a comprehensive evaluation of the chemical composition, antioxidant 
activity, and mutagenicity of P. sarmentosum leaf extracts (PSLEs), specifically focusing on 
the broth (PHWE) and residue (PREE) derived from culinary preparation methods that mimic 
traditional Thai curry-making. Our findings indicate that both PHWE and PREE extracts 
possess significant antioxidant properties, with PREE showing a higher concentration of 
phenolic compounds, flavonoids, chlorophylls, and carotenoids compared to PHWE. This 
suggests that the ethanolic extraction of the residue (PREE) after boiling the leaves yields a 
more potent extract with enhanced bioactive properties, likely due to its higher content of 
hydrophobic compounds. 

The antioxidant assays (ABTS and FRAP) further corroborated the superior efficacy of 
PREE in scavenging free radicals and reducing ferric ions, highlighting its potential as a robust 
source of natural antioxidants. Additionally, the Salmonella mutation assay demonstrated that 
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both PHWE and PREE are non-mutagenic under the conditions tested, confirming their safety 
for consumption and potential use in therapeutic applications. 

These findings underscore the importance of understanding the effects of culinary 
preparation on the phytochemical profile and biological activity of P. sarmentosum leaves. The 
residue left after boiling retains significant bioactive compounds that could be utilized in the 
development of functional foods or natural health products. Furthermore, the broth resulting 
from the hot water extraction, although containing fewer bioactive compounds than the residue, 
still offers substantial antioxidant benefits. This study highlights the potential of both 
components, encouraging the full utilization of P. sarmentosum leaves in both culinary and 
medicinal contexts. 
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Abstract:  

The loss of green space causes various impacts to wildlife and humans. In response, 

governmental agencies have implemented policies aimed at expanding green spaces. 

However, current initiatives predominantly emphasize quantitative targets and lack sufficient 

public participation, resulting in a lack of sustainability. To foster participatory green space 

expansion, it is necessary to promote stakeholders’ understanding, particularly among local 

communities, regarding the typologies and co-benefits of green spaces. Moreover, facilitating 

dialogue is important for them to exchange ideas on determining the benefits that the 

community and government agencies will receive in order to create joint ownership and 

sustainable green space management. To enhance such knowledge and understanding, this 

research created a gaming and simulation tool in the form of a board game. The game 

incorporates six green space types and illustrates the co-benefits for humans and other living 

organisms. Additionally, it simulates various scenarios that may influence the establishment 

and maintenance of green spaces. Preliminary testing results with 9 university students 

indicated that the created game effectively fulfills its intended purpose. Subsequent research 

will focus on refining the game to optimize its efficacy and implementing it in participatory 

field workshops with representatives from local stakeholders in the Bang Kachao area and 

Laem Chabang municipality. These workshops aim to facilitate knowledge exchange and 

collectively identify feasible strategies for green space expansion. 

 

Introduction:  

Green space degradation and loss due to the expansion of agricultural and urban areas has 

caused various problems for both living organisms and humans, such as loss of biodiversity1, 

air pollution from particulate matter2, urban heat island3, and mental health of urban 

inhabitants4. If the green space is insufficient for the population, it will affect human health, 

well-being, and economics5. Due to the mentioned problems, numerous international 

organizations and contries have implemented policies to increase green space and conserve 

biodiversity, such as the FAO Green Cities Initiative, and the Aichi Biodiversity Targets6. 

Thailand, in particular, has established a 20-year National Strategy, which has set a target to 

increase green areas (both natural forests, economic forests, and green spaces in urban areas) 

to 55% nationwide by 2036. Various policies have also been created and implemented, such 

as the National Economic and Social Development Plan, the Integrated Biodiversity Master 
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Plan, and the National Forestry Policy, and Guidelines for Promoting Sustainable Green 

Space management5.  

Unfortunately, it was found that most policies focus on increasing green space in 

quantity rather than quality and pay little attention in public participation to sustain public 

green space6,7. They set numerical or percentage targets and encourage government agencies 

to increase the green area to achieve the target, such as planting trees on various important 

occasions. They also lack public participation, particularly co-design7, causing the newly 

created green space to be damaged or neglected because it does not align with local needs and 

lacks a sense of community ownership. For instance, trees planted in industrial zones may 

obstruct transportation, leading to unauthorized removal.  

To achieve sustainable green space expansion, it is necessary to foster a 

comprehensive understanding of green space typologies and the benefits they offer to both 

governmental and local stakeholders. Integrative and participatory approach must be 

implemented, starting from selecting site for green space creation or improvement, co-

designing green space that considers the co-benefits of all stakeholders, as well as 

collaborative planning and monitoring to ensure sustainable management of green space. 

Addressing complex natural resource management issues requires tools that can 

provide a common representation of current and future scenarios, illustrating both positive 

and negative impacts of decisions at individual and community levels8. Such tools should 

facilitate dialogue and support collective decision-making among diverse stakeholders. 

Previous research has shown that gaming and simulation is an effective tool for knowledge 

sharing in various natural resource management contexts, such as terrestrial and mangrove 

forests9,10,11,12. However, their application to participatory green space expansion is still 

limited, most of them were specific to green roof and urban park13,14,15. This research 

therefore aims to create gaming and simulation that can be used to facilitate shared learning 

about green space typologies, co-benefits, and participatory green space creation. By 

employing these innovative approaches, we can bridge the gap between policy objectives and 

practical implementation, ensuring that green space initiatives are not only quantitatively 

successful but also qualitatively meaningful and sustainable for local communities. 

 
Methodology:  
Gaming and simulation construction  

The following steps were carried out to create a gaming and simulation: 

1) Review the literature on green spaces: Related documents were reviewed, including 

types of green spaces, appropriate management of green spaces, ecosystem services and co-

benefits provided by green spaces, etc. 

2 )  Determine the objectives: The created game intended to be used as a learning 

model about green space typologies, co-benefits obtained from green spaces, and 

participatory design of green spaces. The game emphasized the concepts of visualization16 

adapting to various forms of green spaces, as well as interactions and cooperation between 

players to achieve common goals in the game. 

3) Create a conceptual model and collect relevant data: Unified Modeling Language 

(UML) diagram was used to represent important components of green spaces and their 

properties and interactions in the system, as well as define possible scenarios to be explored 

to make users aware of the adaptive management of green space17. 

4) Construct gaming and simulation tool in the form of board game: The UML was 

used as a guide to construct a game that will be used to create a shared and support decision 

making among players. The game was set for approximately 8-10 players to use 

simultaneously within 2 hours. Gameboard and artifacts were prepared, as well as excel 

spread sheet to show the results during the gaming session.  
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5) Create pre- and posttests: To assess participants’ learning, pretest and posttest were 

created. The posttest also included the satisfaction assessment questions18. The results and 

suggestions will be useful for further improvement of the game. 

6) Create detailed description of the created game: The instructions and description of 

the game were prepared. It will be used in workshops and disseminated. 

 
Gaming and simulation testing  

A preliminary game testing session was carried out with 9 Chulalongkorn University students 

from different backgrounds but related to the education and environment, such as education, 

biology, and environmental sciences. After completing the testing, a brainstorming session 

was conducted to share testers’ feelings, idea and suggestions to improve the game, both 

feature and process. The suggestion will be used to improve the game before using it again 

with representatives from local administration organizations and local communities at Kung 

Bang Kachao, Phra Padaeng district and Laem Chabang Municipality under the enhancing 

Thailand’s urban and suburban green space project carried out by the research team. 

 

Results and Discussion:  

Description of the “Coco green space: Co-design for co-benefits” game 

Design Concept: This game integrated diverse ecological and socio-economic concepts, 

including ecosystem services, co-benefits, biodiversity conservation, and system visualization 

and scenario explorations. Companion Modeling approach11, which focuses on the creation of 

a shared representation of a system and support decision-making with stakeholders, was used 

to design and create the game. Therefore, the game format is characterized by mutual 

agreement to determine the co-benefits of green space to be constructed in the community. At 

the same time, players must perform various activities to achieve personal goals. These 

individual and collective goals will stimulate participants to learn about trade-off or win-win 

situations on green space creation or improvement. 

Objective: This game is created to 1) facilitate shared learning among participants 

about 6 types of green space based on their characteristics and uses (i.e. private green space, 

institutional green space, public utility green space, striped green space along public utility 

lines, community economic green space, natural green space, and unused or undeveloped 

green space), 2) support learning about the co-benefits that will be gained from the green 

spaces in community, and 3) support discussions among players leading to co-design and 

planning to increase green space in reality. 

Game components:  

 1) Game board: It consists of 200 squares (6 cm x 6 cm) for placing different types of 

pictograms (Figure 1). 

2) Player tokens: This game is designed for 9 players, each assuming a role numbered 

from 1 to 9 as follows: Teacher, Student, Local Government Organization, Private Factory, 

Sub-district Health Promotion Hospital, Farmer, Monk, Bird, and Environmentalist (symbols 

representing each role are shown in Figure 1). The purpose of assigning these roles is to 

foster learning about the importance of green spaces and how each role can participate in 

planning and management.  

3) Pictograms (6  cm x 6  cm): There are two main categories, green space and other 

land-use/land-cover pictograms. The green space consists of 6 types as mentioned above. The 
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other pictograms represent man-made structures, including roads, schools, factories, local 

administrative organizations, hospitals, houses, temples, offices, and bared land (Figure 2) 

4) Data Recording Sheets: These allow players to track the goals of each role (the 

Environmentalist will have an additional biodiversity recording sheet to document the living 

organisms found in the constructed green spaces). There is also an order form to record 

decisions made when purchasing pictograms. 

5) Scenario cards: There are 5 scenarios developed from the possible situations found 

in the study sites by research team:  

• Normal condition: Uses in the first round for players to focus on learning about game 

materials and steps.  

• Tourist visiting for bird watching: Demonstrates the importance of green space for 

biodiversity conservation (represented by birds) and the economic benefits from bird-

watching tourism. 

• Global warming: Shows environmental and socio-economic impacts from recent 

climate change problem, resulting in reduced community income. 

• PM (particulate matter) 2.5: Highlights importance of green spaces on environmental 

and socio-economic aspects, and showing how air pollution affects well-being, 

leading to healthcare costs and necessitating training for adaptive management. 

• Private sector funding: Demonstrates the green space development funding from 

external sources.  

6) Co-benefit cards: There are 16 types, including biodiversity, carbon storage, air 

quality monitoring, temperature reduction, education, non-timber forest products, water 

retention areas, exercise spaces, event organizing spaces, recreation activities, job creation, 

and tourism activities (Figure 3). These are used for participants to select their common co-

benefits to be obtained from the green space. 

7) Bird settlement condition card: This represents emerging property when green 

space is large enough. One water bird needs 2 connected water spaces, and one non-water 

bird requires 4 adjacent green spaces vertically, horizontally, or diagonally. 

8) Excel File: It is used to record players' purchasing decisions, calculates income, 

and displays decision outcomes. It is used for the debriefing session.  

9) Other materials: They are activity cards, knowledge card (players read for 

knowledge sharing), fish tokens, non-timber forest product tokens, bird tokens, orange beads 

(represent carbon dioxide emitted from human activities), and 4 types of certificate (players 

obtained after joining the activity; training on green space types and benefits, training on 

health care under global warming, training on good conservation practices for fish release, 

and participating on wetland field trip for water quality measurement) (Figure 1) 

10) Assessment Forms: Pretest and posttest are prepared for knowledge assessment 

and satisfaction survey (Figure 4).  

 

Instructions to play a game 

This game is designed for 5 rounds and can be played simultaneously by 2 groups to compare 

decision-making results and to enhance the learning experience. Game playing steps are: 

1. Prepare 2 sets of materials for 2 groups (2 game boards and a bank with materials)  

2. Divide players into two groups of 9 each  
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Figure 1. 

Game board and supporting components 

 

 

 

 
 

Figure 2. 

Pictograms; a. green space pictograms; b. other land-use/land-cover pictograms 
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Figure 3. 

Co-benefit cards for players to co-design before starting the game 

 

 

Figure 4. 

Assessment forms; left. pretest; right. posttest 

3. Assign player numbers 1-9 based on seating order. Distribute player code tags A and 

B, along with writing boards and data recording sheets  
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4. Complete a 5-minute pretest, then distribute game material set to each player 

5. The game leader explains materials, rules, individual and community goals, and game 

steps. Allow time for questions 

6. Players agree on three desired co-benefits from green spaces by selecting three co-

benefit cards 

7. Begin Round 1 under normal scenario  

8. Allow 3 minutes for players to plan green space purchases (fill out order forms) and 

discuss collaborative development strategies  

9. Player 1 (Teacher) submits the order form to the bank, purchases green space 

pictograms, and places them on the game board. Players 2-7 follow in order  

10. Player 8 (Bird) places bird tokens on green spaces according to birds’ condition card.  

11. Player 9 (Environmentalist) records bird names and their benefits on the record sheet  

12. Players consult to organize two activities. Participants pay a cost of 1,000 and place 

their players’ tokens on the organizing area. Organizers read knowledge cards and 

provide certificates to participants who attend the activities  

13. Game leader takes photos of the board from different dimensions for further analysis.  

14. Players return their representative tokens to their own areas  

15. Players place carbon beads on green spaces to represent carbon absorption by green 

space. Game leader takes photos again  

16. The bank (a gaming assistant) distributes income to each player, ending Round 1  

17. Start Round 2 by pouring carbon beads into a clear container to show carbon emission 

and accumulation in the atmosphere. This will be used for debriefing again 

18. Game leader announces second and third scenarios   

19. Distribute new carbon beads to represent emissions and place non-timber forest 

products in community forests  

20. Repeat steps 6-14 to complete Round 2. Continue Round 3 with another 2 scenarios, 

if time is available  

21. Pour carbon beads into another clear container to show Round 2 emissions.  

22. Players complete the posttest within 5 minutes  

23. Game leader conducts a debriefing session to summarize learnings, including:  

o Allowing players to observe the other group’s game board, highlighting 

differences in green space construction and their decision-making strategies to 

achieve the individual and collective goals 

o Summarize carbon dioxide emission by displaying containers accumulated with 

orange beads from different rounds. Show temperature change graphs from the 

Excel file, reflecting the relationship between carbon emissions and the 

community’s green space absorption capacity. Explain that effective green space 

management helps reduce atmospheric carbon 

o Summarize biodiversity outcomes, emphasizing that birds in this game serve as 

indicators of green space health. Explain that degraded or insufficient green 

spaces negatively impact bird habitats, leading to reduced biodiversity 

24. Game leader conducts a group discussion and question/answer sessions to ensure the 

achievement of gaming goals. Moreover, a brainstorming session will be conducted to 

collectively determine the desired co-benefits from the greenspace to be established in 

the community and to co-design a pilot site to support green space creation.  

Preliminary testing results  

The preliminary results revealed that after the game leader explained the objectives, 

materials, and individual and collective goals, players understood various components, 
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including green space representative pictograms, information sheets, pictogram ordering 

form, and usage of data recording sheet. Players were able to play the game, but some 

assistance between players was observed due to varying details between players, with some 

grasping concepts slower than others. Nevertheless, players successfully collaborated to 

create green spaces, achieving both community and personal goals. The atmosphere and 

game results are shown in Figure 5. Many players interested to invest in “community 

economic,” “striped”, and “public utility” green space types, respectively because of their 

provided co-benefits can support the common goals. 

The suggestion to improve had emerged from the group discussion session as follows:  

1. The game board and green space image sizes were appropriate for 9-10 players. The 

representative pictograms and text detailing green spaces were adequately sized. 

2. The green space detail tables and order forms were suitably sized, but suggestions 

were made to improve the method of inputting numbers and calculating total costs to 

expedite player calculations. 

3. The information sheets providing knowledge to players were too lengthy, potentially 

distracting villagers, who are actual players, from reading. Therefore, content should 

be reduced, and methods to stimulate interest among other players should be devised. 

4. Computer-based income calculation was a time-consuming step, as data from all 

players needed to be collected. For actual use, additional assistants should be 

employed to share data entry tasks, and online forms should be created to distribute 

data input. 

5. Playing three rounds (3 scenarios: normal, tourist influx, and global warming) took 

approximately 2 hours. For actual use, steps for explaining details may need to be 

condensed if time is really limited. 

6. The debriefing phase is crucial for gaming and simulation session19, as players may 

not have time to digest all the information during gameplay. This game used various 

Excel graphs for debriefing, which provided clear visuals but may lack the content 

continuity as prepared slides. Therefore, a checklist of debriefing topics should be 

created to ensure comprehensive coverage. 
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Figure 5. 

The atmosphere and examples of game results 

 

Conclusion:  

This research aims to create a gaming and simulation tool to facilitate shared learning among 

players about green space types and co-benefits provided by green spaces, as well as to 

support participatory design and planning to increase public green spaces. The “Coco green 

space: Co-design for co-benefits” game was created with supporting materials. From the 

testing session, it was found that the game can be used according to the intended objectives. 

The next step of the research, the researcher will take into account the suggestion from 

students to improve the “Coco green space: Co-design for co-benefits” game features, such as 

improve record sheet details for easier cost calculation, reduce information in the knowledge 

sheet, improve computer input steps, and prepare debriefing slides for time controlling. After 

improving, the game will be used with representatives from Khung Bang Kachao community 

(consisting of 6 sub-districts: Song Kanong, Bang Krasob, Bang Kobua, Bang Kachao, Bang 

Nam Phueng, and Bang Yo, which are relatively high-quality green spaces), and the Laem 

Chabang Municipality, which is an industrial area where it is difficult to increase green 

spaces. The aims are to facilitate local participants to understand the co-benefits provided by 

greenspaces and co-identify a pilot site to establish or improve a good quality and quantity 

green space. If we can make government officials and community members understand the 

importance of green spaces and agree upon the increasing of green spaces in the area, it will 

create a learning tool about green spaces that can be applied in other areas and can be applied 

in teaching and learning in related subjects. 
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Abstract:  

 Various virulence factors that contribute to S. aureus infection and its virulence have 

been a topic of increasing attention. This pathogen can cause cell lysis and tissue damage 

through alpha-hemolysin (α-hemolysin). Targeting its virulence factors can be an effective 

strategy to combat infections and provide novel alternatives to conventional antibiotics .      

Our previous studies found that Enterococcus faecalis strain R3 exhibited a positive result in 

the reverse-CAMP test, demonstrating attenuation of S. aureus hemolysis. The aim of this 

study was to investigate the influence of the supernatant of E. faecalis strain R3 (EFR3) on 

factors contributing to the pathogenicity of S. aureus, including hemolysis and cytotoxicity. 

The co-culture method was used to confirm the activity of enterococcal effector molecules. 

The results demonstrated that EFR3, in the presence of S. aureus supernatants at a 

concentration of 1:10, most significantly reduced hemolytic activity, indicating that the 

attenuation of S. aureus hemolysin occurs in a dose-dependent manner. Then, the effects of   

S. aureus supernatant from S. aureus culture on OUMS-36 cell viability were investigated 

after treatment with EFR3. The survival rate of fibroblast cells infected with S. aureus did not 

significantly differ when EFR3 was added to the fibroblast cell cultures. Accordingly,          

E. faecalis strain R3 will be further examined as a potential effective inhibitor of hemolysin. 

Future investigations will assess whether the attenuation of S. aureus hemolytic activity by 

enterococcal effector molecules correlates with a reduction in α -hemolysin gene (Hla) 

expression. Our research aims to contribute to the development of antivirulence medications 

for S. aureus infections. 

Introduction:  

 Staphylococcus aureus (S. aureus), a Gram-positive coccus bacterium that forms 

clusters, can exhibit both pathogenic and non-pathogenic behavior. It commonly inhabits the 

skin and mucous membranes of humans and other mammals, facilitating its transmission and 

contributing to a range of skin and soft tissue infections due to its widespread presence 1. 

Infections caused by pathogenic S. aureus often lead to the formation of abscesses, localized 

pus-producing lesions, and the production of various toxins. These virulence factors enable 

the development of a range of infections, from superficial skin conditions to severe, life-

threatening diseases2. The bacterial exoproducts released by S. aureus include several toxins 

and enzymes, such as Toxic Shock Syndrome Toxin (TSST), which functions as a 

superantigen to activate complex molecular pathways; enterotoxins, which are a major 

concern for food-borne illnesses and hemolysins, which lyse red blood cells (RBCs) and 

cause hemolysis3. Among these exotoxins, polypeptides that damage the host cell plasma 

membrane, such as pore-forming toxins like α-hemolysin, are particularly significant. Alpha-
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hemolysin is a major cytotoxin of S. aureus, contributing to severe infections by destroying 

host cells, including RBCs, and causing hemolysis. This toxin is crucial as it leads to 

disturbances in hemostasis, thrombocytopenia, and pulmonary lesions. Non-pathogenic 

strains of Enterococcus spp., which are Gram-positive cocci arranged in chains, have been 

effectively utilized as probiotics to promote health in both humans and animals. These 

bacteria are commonly found in various environments, including the human gastrointestinal 

tract5. Enterococcus species produce and secrete compounds that facilitate cell 

communication and inhibit competitive bacteria within ecological niches such as the gut and 

oral cavity. One notable type of compound is bacteriocins, which are antimicrobial peptides 

that help suppress the growth of other bacteria6. 

 Our previous research, using a reverse CAMP test, identified that E. faecalis strain R3 

can inhibit the hemolytic activity of S. aureus. In this study, we aimed to further investigate 

the efficacy of E. faecalis strain R3 in reducing hemolytic activity through co-culture 

experiments with various concentrations of S. aureus supernatant. Additionally, we evaluated 

the ability of EFR3 to mitigate the cytotoxic effects of S. aureus supernatants on normal cells 

using cytotoxicity assays. The findings from our study validated the properties of the effector 

molecules produced by E. faecalis strain R3. These molecules have the potential to be 

developed into therapeutic agents for mitigating the severity of both systemic and localized 

infections caused by S. aureus. 

 

Methodology:  

Bacterial strains and cell lines 

 The bacterial strains used in this study include S. aureus ATCC 25923, sourced from 

the American Type Culture Collection (ATCC, USA), as well as E. faecium and E. faecalis 

strain R3, which were obtained from our previous research. The bacterial isolates were 

cultured in tryptic soy broth at 37°C for 18-24 hours before conducting all experiments. 

 In this experiment, we utilized the human fibroblast cell line OUMS-36, purchased 

from the Japanese Collection of Research Bioresources (JCRB, Japan) provided by Assoc. 

Prof. Dr. Pathanin Chantree (Thammasat University, Thailand). The cell lines were 

maintained in Dulbecco’s Modified Eagle’s Medium (DMEM) supplemented with 10% fetal 

bovine serum (FBS) (Gibco, NY, USA) and 1% penicillin/streptomycin (Gibco, NY, USA). 

 

Microorganism culture for bacterial supernatants 

 The bacterial strains (S. aureus ATCC 25923, E. faecium, and E. faecalis strain R3) 

were initially cultured from -80°C glycerol stocks on tryptic soy agar (TSA). Fresh single 

colonies were inoculated into tryptic soy broth (TSB) and cultured at 37°C with aeration, 

achieved by incubating in tubes or flasks with a capacity at least four times the volume of the 

medium, and vigorous shaking at 200 rpm on an orbital shaker. Overnight cultures were 

diluted 1:100 in fresh TSB and incubated until reaching the post-exponential growth phase 

(OD600 of 2.5) for all experiments. After incubation, cells were harvested by centrifugation, 

and the supernatants containing the effector molecules were isolated by filtration through a 

0.2 μm filter (MilliporeSigma, Germany). 

 

Screening of EFR3 for anti-hemolytic activity using the co-incubation method 

 The ability to inhibit hemolysis was assessed using a hemolysis assay. Supernatants 

from E. faecium, E. faecalis strain R3, and S. aureus were prepared, as effector molecules 

may be secreted into the culture media. After harvesting the bacterial cells by centrifugation 

and filtering the supernatants, S. aureus supernatants were diluted 10-fold to achieve 

concentrations of 1, 1:10, 1:100, and 1:1000. Subsequently, 500 µL of E. faecium 

supernatants (EFC) and EFR3 were combined with 500 µL of each concentration of S. aureus 
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supernatants. Red blood cells, prepared by centrifugation and washing three times in 

phosphate-buffered saline (PBS), were mixed with 30 µL of the supernatant solutions and 

incubated at 37°C for 1 hour. After incubation, the mixtures were centrifuged, and the 

supernatants were collected for analysis of red blood cell lysis. Hemolysis was quantified by 

measuring the OD543 of the supernatants using a spectrophotometer and compared to the 

positive control (S. aureus supernatants alone). 

 

Cytotoxicity evaluation of EFR3 with OUMS-36 cells by S. aureus supernatant infection 

 The MTT assay was employed to evaluate the impact of EFR3 on the survival of 

fibroblast cells exposed to S. aureus-induced injury. This assay relies on the activity of 

NAD(P)H-dependent oxidoreductase enzymes in viable cells, which reduce the yellow 

tetrazolium salt, 3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide (MTT), to a 

purple formazan product. Initially, S. aureus was cultured to the post-exponential growth 

phase (OD600 of 2.5) in TSB. Following centrifugation of the bacterial culture, the 

supernatants were combined with EFR3 solutions to achieve final concentrations of 50%. 

Fibroblast cells were cultured until they reached 80% confluence. The fibroblast cells were 

washed three times with PBS and then seeded into 96-well plates, followed by incubation for 

24 hours. The cell medium was subsequently replaced with DMEM containing either            

S. aureus supernatants alone, a combination of S. aureus supernatants with previously 

prepared EFR3, or medium without S. aureus supernatants, with TSB serving as a control. 

Cell viability at 48 hours post-treatment was assessed using the MTT assay. MTT solution 

(0.5 mg/mL) was added to each well and incubated for 3 hours. Following incubation, the 

medium was removed, and formazan crystals were dissolved in dimethyl sulfoxide (DMSO). 

Absorbance at 562 nm was measured using a microplate reader (Thermo Scientific, USA). 

The percentage of cell viability was calculated by normalizing the absorbance data to that of 

untreated control cells, which were considered to have 100% viability. Statistical significance 

between groups was determined using a paired t-test. 

 

Results and Discussion: 

 Staphylococcus aureus (S. aureus) is an opportunistic pathogen that primarily 

colonizes the mucous membranes of the human nasopharynx and skin. It can either persist as 

a part of the normal flora or exist transiently in these environments1. Infections usually spread 

through direct contact with the skin and its surrounding structures. Skin infections caused by 

S. aureus often start with the invasion of the hair follicle, epidermis, and dermis. If the 

infection progresses and spreads to nearby areas, it can extend into deeper muscle tissues, 

leading to pyomyositis. The virulence factors associated with S. aureus infection and its 

overall virulence have been a major focus of research. This pathogen can cause cell lysis and 

tissue damage, such as lysing red blood cells and inducing hemolysis, with α -hemolysin 

directly disrupting the membranes of host cells.  

 Our previous study discovered that only the E. faecalis species isolated from human 

feces demonstrated a species-specific ability to reduce the hemolysis caused by S. aureus, as 

shown using the reverse CAMP test. In this study, we used a co-incubation method to further 

investigate the effect of the E. faecalis strain R3 on blood hemolysis, focusing on its impact 

on the hemolysins secreted by S. aureus. The S. aureus supernatants were co-cultured with 

red blood cells in the presence of either E. faecalis strain R3 supernatants (EFR3) or             

E. faecium supernatants (EFC) for 1 hour. The resulting blood hemolysis was then compared 

to the hemolysis induced by each concentration of S. aureus supernatants alone. This is 

illustrated in Figure 1, which shows that the supernatant from S. aureus induces a dose-
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dependent lysis of red blood cells, resulting in the release of hemoglobin, as evidenced by the 

red color of the hemoglobin in the supernatant. S. aureus supernatants alone served as 

positive controls to determine if the red blood cells were already affected. However, at a 

concentration of 1:10, EFR3 was effective in interfering with the hemolysin secreted by        

S. aureus (Figure 1D). The absorbance of hemoglobin released into the supernatant was 

measured using a spectrophotometer. Quantitative analysis revealed that treatment with EFR3 

in the presence of S. aureus supernatants at a concentration of 1:10 most significantly 

reduced hemolytic activity, as shown in Figure 2. This result is attributed to EFR3's ability to 

reduce red blood cell lysis, as evidenced by the lower color intensity of hemoglobin when red 

blood cells were incubated with S. aureus supernatant alone. This finding is consistent with 

previous observations that E. faecalis MN1 supernatant can inhibit the superantigen toxic 

shock syndrome toxin-1 produced by S. aureus7. 

 

 
 

Figure 1 Treatment of red blood cells with EFR3 and various concentrations of S. aureus 

supernatant resulted in a reduction of blood hemolysis at the following concentrations: 0 (A), 

1:1000 (B), 1:100 (C), 1:10 (D), and 1 (E). 

 

 
 

Figure 2 The effect of EFR3 in reducing the hemolytic activity of S. aureus was evident, as 

indicated by the attenuated release of hemoglobin in the supernatant, as measured by the 
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spectrophotometer. The data are represented as mean ± SD. *Statistically significant 

differences between the two groups, p < 0.05, compared to the effect induced by each 

concentration of S. aureus supernatant. 

 This suggests that E. faecalis secretes exoproduct molecules, specifically EFR3, 

which have the capability to interfere with S. aureus infection. To examine EFR3's capability 

to mitigate the effect of S. aureus supernatant on normal cells, a cytotoxicity test was 

conducted. In our study, we used OUMS-36, a fibroblast cell line, as the normal cell control. 

The effects of S. aureus supernatant from S. aureus culture on OUMS-36 cell viability were 

investigated after treatment with EFR3 for 48 hours at 37°C. Cytotoxicity was analyzed by 

measuring absorption at 562 nm in the MTT assay (Figure 3). 

Cell viability was significantly reduced in OUMS-36 cells exposed to S. aureus 

supernatant (p < 0.05), indicating that S. aureus supernatant inhibits cell viability. However, 

there was no significant difference (p > 0.05) in cell viability between EFR3-treated and 

untreated cells, suggesting that EFR3 did not alter the effect of S. aureus supernatant on cell 

viability. The cell viability of OUMS-36 cells was 77.59 ± 3.3% when exposed to S. aureus 

supernatant and 81.27 ± 2.2% when treated with EFR3 in the presence of S. aureus 

supernatant. These results indicate that the reduction in hemolytic activity observed with 

EFR3 was not attributable to damage to OUMS-36 cells, even at a 50% concentration of 

EFR3. 

Similar findings were reported by Zhu Cheng in 20138, which demonstrated that 

experimental groups treated with higher concentrations of methicillin-resistant S. aureus 

(MRSA) supernatant consistently had a lower number of cells compared to groups treated 

with equivalent or lower concentrations. This observation was statistically significant, 

demonstrating a dose-dependent effect of MRSA supernatant on cell numbers. It suggests 

that lower concentrations of S. aureus supernatant may affect cell viability differently than 

EFR3 supernatant. Additionally, a previous study by Brosnahan et al., (2013)7 reported that                    

E. faecalis MN1 supernatant, concentrated 480-fold relative to the original culture, inhibits 

interleukin-8 production induced by superantigen toxic shock syndrome toxin-1.                

This indicates that higher concentrations of EFR3 might also influence cell viability in 

comparison to S. aureus supernatant. Consequently, further research into varying 

concentrations of EFR3 and S. aureus supernatant could shed light on their differential effects 

on cell viability differential effects on the viability of OUMS-36 cells. 
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Figure 3 The effect of EFR3 on enhancing the viability of OUMS-36 cells infected with              

S. aureus supernatant is comparable to the effect observed with treatment using S. aureus 

supernatant alone. Data are presented as means ± SD, with "ns" indicating not significant      

(p > 0.05), whereas an asterisk (*) indicates statistically significant differences compared to 

the control (untreated cells) (p < 0.05). 

Conclusion:  

 In this study, the cell-free supernatant produced by Enterococcus faecalis strain R3 

(EFR3) demonstrated the capacity to inhibit S. aureus hemolysin. The results indicate that the 

presence of S. aureus supernatant at a concentration of 1:10 significantly reduced hemolytic 

activity. However, when evaluating the cytotoxic effects of S. aureus supernatant on OUMS-

36 cells after treatment with EFR3, no significant difference in cell damage was observed at a 

50% concentration of EFR3. Further investigation should examine the role of EFR3 in the 

expression of the virulence gene Hla, which encodes alpha-hemolysin. 
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Abstract:  

Genetic engineering techniques have been used as tools for studying various cellular 

processes. Introducing foreign DNA into host cells using plasmids can be accomplished 

through various methods, such as lipofection, electroporation, nucleofection, and viral 

transduction. While transduction via viral particles can be more efficient than other physical 

methods, there are significant concerns, particularly the risk of viral DNA integrating into the 

host genome, which could lead to mutations and the development of diseases. 

In this project, we aimed to develop a packaging plasmid with integrase defects for 

viral transfection, including mutations in the Pol gene that result in the inability to integrate 

viral DNA into the host genome. The psPAX2 plasmid was mutated at aspartic acid 116 

(D116) in the integrase sequence to reduce the integration activity of the lentiviral system. 

Interestingly, nine positive clones were successfully constructed, and sequencing results 

showed that two clones contained only the D116N mutation site as designed, while the other 

seven clones had D116N and additional missense mutations at various locations on the 

integrase sequence. The recombinant plasmid constructed in this project will be further used 

to evaluate integrase defects using various techniques. The non-integrating lentiviral system 

may lead to promising methods for safer gene therapy, avoiding the risks of insertional 

mutagenesis in the future. 

Introduction:  

Gene therapy involves the modification or correction of mutated genes to cure or 

prevent diseases without relying on drugs or surgery. This approach shows promise for 

treating various conditions caused by inherited genetic disorders, such as hemophilia, 

muscular dystrophy, thalassemia, and sickle cell anemia, as well as acquired genetic diseases 

such as cancer and certain viral infections [1, 2]. Gene delivery systems, which introduce 

selected genes into target cells, are crucial for effective gene therapy, as a reliable gene 

delivery system is essential for success [3]. The process of introducing foreign nucleic acids 

into eukaryotic cells is called transfection. Transfection methods can generally be categorized 

into viral-based and non-viral-based method. Ongoing efforts are focused on developing 

more efficient and safer gene delivery systems for advanced gene therapy [4, 5]. 

Viral-based transfection uses viral vectors as vehicles to deliver genetic information 

into the target cells. Research and development efforts have focused on creating vectors with 

high efficiency, low genotoxicity, and minimal immunogenicity. Among these, adeno-

associated virus (AAV) and lentivirus-based vectors have gained significant attention due to 

their promising clinical outcomes. AAV vectors offer strong potential for in vivo genetic 

information delivery because they integrate into host genome at low-level. However, AAV 

vectors have relatively low efficiency. Whereas lentiviral vectors are more efficiency, but 

there are concerns about their ability to integrate into the host genome [6]. Lentiviral vectors 

have been developed since 1980s [7]. Based on HIV-1, the most wildly used lentiviral vectors 
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have been developed for three generations. After years of development to improve safety, the 

third-generation plasmid was created by removing Rev gene from the transfer plasmid and 

replacing it on a fourth plasmid, as well as eliminating U3 on the 3’ LTR to create a self-

inactivating transfer vector [8, 9]. To produce a viral vector, three types of plasmids are 

required: 1) a packaging plasmid that codes for all necessary viral proteins for viral particle 

formation and delivery of the transgene into target cells, 2) an envelope plasmid that codes 

for a glycoprotein, enabling target cells recognition, and 3) a transfer vector plasmid that 

carries the transgene of interest. The packaging plasmid codes for all necessary viral proteins 

for particle formation and transgene delivery, including the Gag polyprotein (a structural 

protein) and Pol polyprotein (an enzymatic protein). Pol includes viral protease, which 

cleaves polyproteins to allow viral particle maturation, and reverse transcriptase (RT), which 

reverse transcribes the RNA genome into double-stranded DNA. This genetic material can 

then be integrated into the target cell genome by the viral integrase protein [10].  

Duo to the risk of insertional mutagenesis with viral vectors, efforts have been made to 

mitigate this effect, leading to the development of integrase-defective lentiviral vector 

through various methods [11]. Several approaches can impair the integration ability of 

lentiviral vector, with one of the most effective being the generation of mutated virus strains, 

such as replacing the standard Gag/Pol packaging plasmid with an integrase-mutant (IN-

mutant). There are many studies that have introduced specific mutations in the amino acids of 

integrase to produce strains with integrase-defective capabilities. These mutants enhance 

biosafety, allowing for advanced clinical applications, as they have very low genomic 

integration frequencies and pose a much lower risk of insertional mutagenesis and 

replication-competent retrovirus (RCR) generation than integrating lentivectors [12]. 

However, it is important to note that integration-deficient lentiviral vectors can still integrate 

into the host genome, despite being at a very low frequency. Thus, further development of 

integrase-defective lentiviral vectors that can further reduce or eliminate integration is 

necessary. 

The aim of this project is to create and construct a novel integrase-defective lentiviral 

vector by developing psPAX2 (Addgene, No. 12260), the packaging plasmid for viral 

transfection, by introducing mutation at different sites of the integrase protein on the Pol gene 

that disables the insertion of viral DNA into the host genome [11]. The integrase-defective 

lentiviral vector constructed from this project will be further used to for lentiviral-based gene 

transfer, offering benefits for therapeutic use and expanding potential clinical applications. 

This could potentially lead more efficient and safer gene therapy techniques in the future. 
 

Methodology:  

Designing of Modified psPAX2 Plasmid. 

The plasmid modification design process was completed using Benchling [Biology 

Software] (2022). Retrieved from https://benchling.com. The sequence of the psPAX2 

plasmid was downloaded from addgene.com (No.12260) and imported into Benchling. The 

integrase gene in the HIV-I pol sequence of the psPAX2 plasmid was targeted at aspartic acid 

(D) at amino acid position 116. The target was designed to alter GAC (aspartic acid; D) to 

AAC (asparagine; N) by ligating two modified integrase fragments. The first fragment was 

amplified with a modified primer at the 3’ end, and the second fragment was amplified with a 

modified primer at the 5’ end. These fragments were named PAX-F and PAX-L, respectively. 

The final ligation product of the two amplified fragments contained the recognition sites for 

the SwaI and AflII restriction enzymes, which flank the aspartic acid (D) at amino acid 

position 116 of the Pol gene in the psPAX2 plasmid. 

 

Plasmid extraction. 
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The plasmid used for this study was extracted using GF-1 Plasmid DNA Extraction Kit 

(Vivantis Technologies), following the manufacturer’s instructions. Bacteria containing 

plasmids were cultured in 5 ml of LB medium with 100 μg/ml of ampicillin antibiotic and 

incubated in shaking incubator at 37ºC, 250 rpm for 16-18 hours. A 3 - 4.5 ml aliquot of the 

culture was harvested in 1.5 ml centrifuge tube by centrifuging at 6,000 g for 2 minutes. The 

pellet was resuspended by adding 250 µl of resuspend buffer containing RNase, and mixed 

by vertexing. The resuspended pellet was lysed by adding 250 µl of lysis buffer, gently 

mixed, and left to stand for 4 minutes at room temperature. The lysate was neutralized by 

adding 400 µl of neutralization buffer, gently mixed, and centrifuged at 10,000 g for 10 

minutes. After the precipitate was spun down, the supernatant was transferred to a column 

and centrifuged at 10,000 g for 1 minute; the remaining buffer in the column was discarded. 

The column was washed by adding 650 µl of wash buffer and centrifuged at 10,000 g for 1 

minute; the remaining buffer was discarded. The column was centrifuged again at 10,000 g 

for 1 minute to remove any remaining wash buffer. Then, the column was transferred to a 

new 1.5 ml microcentrifuge tube, and 50-100 µl of the elution buffer was added. The column 

was left to stand for 1 minute at room temperature. Finally, the column was centrifuged at 

10,000 g for 1 minute then removed from 1.5 ml microcentrifuge tube. The eluded plasmids 

were evaluated for quantity using spectrophotometers (NanodropTM) and stored at 4ºC. 

 

Gene amplification using polymerase chain reaction (PCR). 

After acquisition of primer from Benchling, each gene fragment was amplified using the 

polymerase chain reaction (PCR) method. The amplicons are generated by mixing a master 

mix containing 1 unit of DNA polymerase, up to 5 ng of template (purified plasmid 

psPAX2), 0.5 µM of each primer, 5 mM of MgCl2, 1X of the buffer (as per the polymerase 

manufacturer’s instruction), 100 µM of dNTPs, and the addition of H2O until the final 

volume are 50 µl. The reactions were carried out using a thermal cycler. The temperature and 

elongation time for each primer pair were adjusted based on the size of the amplicon and the 

melting temperature (Tm) of the primers. The size of each amplicon was verified by using gel 

electroporation with 1-1.5 % agarose gel containing SYBR® Safe DNA Gel Stain and 

observed the result on the chemical documentation imaging system.  

 

Digestion and Purification of the amplicon and plasmid. 

The amplicons containing modified overhangs were digested using SwaI and AflII 

restriction enzymes. The amplicons and plasmids were digested by mixing a master mixes 

contain 1 unit of digestive enzyme, up to 1000 ng of template, 1X of the buffer (according to 

the digestive enzyme manufacturer’s instructions), and H2O to a final volume are 50 µl. The 

reactions were performed using thermal cycler. The digested amplicons and plasmids were 

purified using GF-1 Nucleic Acid Extraction Kits (Vivantis Technologies) following the 

manufacturer’s instructions. The digested product was transferred to the column and 

centrifuged at 10,000 g for 1 minute, and the remaining buffer was discarded. Each column 

was washed by adding 650 µl of wash buffer and centrifuged at 10,000 g for 1 minute, the 

remaining buffer  was discarded. The column was centrifuged again at 10,000 g for 1 minute 

to remove any residual wash buffer. Each column was then transferred to a new 1.5 ml 

microcentrifuge tube, and 30-50 µl of the elution buffer was added. After allowed the column 

to stand for 1 minute at room temperature, it was centrifuged at 10,000 g for 1 minute. The 

purified product was then evaluated for quantity by using spectrophotometers (NanodropTM) 

and stored at 4ºC. 
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Ligation of the digested product and Transformation 

 The fragments for ligation were calculated, and the volume of each template and 

insert fragment was adjusted according to the calculation. The ligation reaction was contained 

100 ng of vector, insert in the appropriate proportion, 5% PEG4000, 1X of ligation buffer, 2.5 

units of ligation enzyme, and H2O to a final volume of 50 µl. The reaction was incubated at 

16C for 16 hours. Chemically competent cells (E. coli strain Stbl3) stored at -80 ºC were 

thawed on ice for 30 minutes. After thawing, the ligation reaction was added to the competent 

cells and incubated on ice for 30 minutes. Following this, the competent cells were subjected 

to a heat shock at 42ºC for 90 seconds, then incubated on ice for 5 minutes. LB medium was 

added to the competent cells, and the mixture was incubated at 37ºC for 1 hour in a shaking 

incubator. After incubation, the transformed cells were spread onto LB agar plate contained 

100 µg/ml of ampicillin, and the plates were incubated at 37 ºC for 16-18 hours. 

 

Verification of plasmids through colony PCR technique and sequencing 

After incubation the transformed competent cells on LB agar plates containing 

ampicillin, each colony was picked and propagated on the master plates. The master plates 

were LB agar plates containing ampicillin, each labeled to correspond with a colony on a grid 

drawn on the plate (approximately 5X5 squares). Each picked colony was cultured within it 

assigned name and space on the master plates. Once all colonies were picked, the master 

plates were incubated at 37 ºC for 16-18 hours. Verification of each colony on the master 

plate was performed using colony PCR technique. Firstly, each colony was picked and 

transferred to a PCR tube containing 5 µl of H2O. Then, each tube was vortexed for 2 minutes 

in order to tear the cells wall and release the plasmid. The master mix for the PCR reaction 

contained 0.5 µM of each primer, 1X polymerase master mix, and H2O to a final volume of 

10 µl. The reactions were carried out using thermal cycler. The temperature and elongation 

times for each primer pair were adjusted based on the size of amplicon and the Tm of the 

primers. The size of each amplicon was verified using gel electroporation with 1-1.5% of 

agarose gel containing the SYBR® Safe DNA Gel Stain, and the results were observed using 

a gel documentation imaging system. The amplification results from the colony PCR were 

confirmed by sequencing using Sanger method. The sequencing results were imported into 

BioEdit software [13] for alignment and comparison with the expected sequence.  

 

Results and Discussion:  

The psPAX2 plasmid was mutated at aspartic acid 116 (D116) in the integrase 

sequence to reduce the integration activity of the lentiviral system. Aspartic acid at position 

116 is part of the catalytic triad of the integrase protein; thus, changing it from aspartic acid 

to asparagine (D116N) results in integrase deficiency [14]. This mutation was introduced by 

altering the bases at two sticky ends, which was achieved through amplification, ligation, and 

reintroduction of the mutated fragment into the plasmid (Figure 1). 

The integrase gene in the HIV-I pol sequence within the psPAX2 plasmid was targeted 

at aspartic acid (D) at amino acid position 116. The target was designed to alter GAC 

(aspartic acid; D) to AAC (asparagine; N) by ligating two modified integrase fragments. The 

first fragment was amplified with a modified primer at the 3' end, and the second fragment 

was amplified with a modified primer at the 5' end. These fragments were named PAX-F and 

PAX-L, respectively. The psPAX2-SwaI-F and D116N-R primer pair (Tm 55.8 and 51.5 ºC, 

respectively), and the D116N-F and psPAX2-AflII-R primer pair (Tm 52.4 and 55.7 ºC, 

respectively) were designed for the amplification of PAX-F and PAX-L, respectively (Table 

1). The results from gel electrophoresis showed a major positive band in both PAX-F and 

PAX-L amplifications, with approximate sizes of 900 bp and 200 bp, respectively (Figure 

2A). The optimal conditions for PCR amplification of each primer pair were tested using the 
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thermostable Taq DNA polymerase (HOTFIREPol®) to generate the expected PCR product, 

while pfu DNA polymerase was used for generated the fragment for the ligation reaction. The 

pfu DNA polymerase possesses 3' to 5' exonuclease proofreading activity, preventing 

mutation in the nucleotide sequence of PCR product at locations other than the D116N site. 

The PCR amplification successfully produced the target fragment as designed, allowing them 

to be used in the next step of recombinant plasmid construction. 

The transformation of the recombinant plasmid into Stbl3 competent cells was 

performed using the heat shock method. Positive clones were selected using ampicillin 

antibiotics plates, and each colony was propagated individually. Bacterial colony growing on 

LB plate contained ampicillin antibiotic represent bacteria that successfully transformed the 

psPAX2 plasmid. Colony PCR was conducted to confirm the insertion of each clone using 

the psPAX2-SwaI-F and psPAX2-AflII-R primer pair (flanking the insert fragment). Gel 

electrophoresis results from the colony PCR revealed that 9 clones−A1, A3, E1, E3, BA2, 

BA3, EA2, EB2, and EC3−contained the integrase gene after ligation, producing a PCR 

product of approximately 1,000 bp (Figure 2B).  

Subsequently, recombinant plasmids were extracted from the 9 clones, and the success 

of recombinant plasmid construction was confirmed by SwaI and AflII digestion. The results 

showed that all 9 clones contained an insert fragment of approximately 1,000 bp (Figure 2C). 

Sequencing analysis was performed on all 9 positive clones to check for the base substitution 

at the D116N position in Pol gene. Sequencing alignment revealed that 2 of the 9 positive 

clones (BA2 and EA2) had the expected change from aspartic acid to asparagine at position 

116 (D116N), resulting in integrase deficiency as designed. In the remaining 7 positive 

clones, several missense mutations were detected at various sites, including the D116N site 

(Figure 3).  

In this study we used pfu DNA polymerase to amplify the designed insert fragment due 

to its 3' to 5' exonuclease proofreading activity, which reduces the mutation rate during PCR 

amplification. Although Pfu DNA polymerase exhibits high PCR fidelity, previous studied 

have shown that thermostable DNA polymerases still generate an average error rate of 1.3 x 

10−6 mutation frequency/bp/duplication [15], which explains the mutations detedted in 7 of 

the positive clones. However, we successfully constructed two recombinant plasmids in this 

study, which will be further used to evaluate the effects of the D116N mutation and other 

missense mutation sites on integrase activity, using assays such as the reverse transcriptase 

assay, colorimetric assay, or HIV-1 p24 ELISA. This result may provide new information on 

the level of integrase activity between the psPAX2 containing only the D116N mutation and 

those containing the D116N mutation along with other mutations.  

The recombinant plasmid constructed in this project will be further used as the packing 

plasmid, combined with other plasmids required for viral vector production. This can be 

applied in various viral-based gene transfer applications such as cell biological research, gene 

editing technologies (e.g., CRISPR/Cas9) and gene therapy [16, 17].  
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Figure 1. 

 Plasmid map of the integrase-defective packaging plasmid for the lentiviral vector. 

 

A 

A1 A2 

200 bp 

1,000 bp 

P
A

X
-L

 

P
A

X
-F

 

1,000 bp 

B 

1,000 bp 

C 

 

Figure 2. 

Gel electrophoresis results from (A) PCR product of PAX-F and PAX-L, (B) colony PCR on 

psPAX-D116N clone A1 and A1, and (C) SwaI and AflII restriction enzyme cut check. 
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Figure 3. 

 Protein alignment results from 9 positive clones of the psPAX2-D116N recombinant 

plasmid. The red boxes highlight clones BA2 and EA2 which contain only the D116N 

mutation site. The D116N mutation site is marked with a red asterisk. 

 

Table 1. 

Primers designed for this study. 

Primer 

name 
Sequence (5' to 3') 

Product size 

(bp) 

Annealing 

temperature 

(ºC) 

psPAX2-

SwaI-F GGGGAAAGACTCCTAAATTTAAATTACCC 
893 

55.88 

D116N-R 

ATCGACGTCTCCGTTTGTATGTACTGTTTTTAC

TGG 51.5 

D116N-F ATCGACGTCTCCAAACAATGGCAGCAATTTC 
192 

52.4 

psPAX2-

AflII-R GCTGTCTTAAGATGTTCAGCCTG 55.73 

 

Conclusion:  

In this project, we successfully constructed two psPAX2 plasmid with the D116N 

mutation and seven psPAX2 plasmids containing the D116N mutation along with various 

other mutation sites on the integrase sequence. These recombinant plasmids will be further 

used to evaluate the impact of the D116N mutation and other missense mutations on integrase 

deficiency within the lentiviral transfection system. The non-integrating lentiviral system will 

offer advantages for widening clinical applications by reducing the risks of insertional 

mutagenesis, potentially leading to promising methods for safer gene therapy in the future.  
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Abstract:  

The sterol regulatory-element (SRE) binding protein-2 (SREBP-2) is a key protein in 

the SREBP pathway, containing the transcription factor of the cholesterol homeostasis operon 

(SRE promoter). The transcription factor on SREBP-2 is cleaved by regulated intramembrane 

proteolysis (RIP) of S1P and S2P in the Golgi apparatus membrane. Even though the nuclear 

magnetic resonance (NMR) structure of SREBP-2 was studied, the structural mechanism 

underlying the RIP process on the SREBP-2 remains unclear. Therefore, we conducted 

atomistic (AT) molecular dynamics (MD) simulations to investigate the RIP process regarding 

different lipid environments (DLPC, POPC, DPPC, and LMPG) on SREBP-2. Interestingly, 

we found that the different lipid environments modulated the transmembrane (TM) and 

luminal (LM) domains of SREBP-2. Moreover, we also found that the thicker lipid membrane 

affected the SREBP-2 structure by stretching the NP motif at the N-terminus transmembrane 

α-helix (ca.  ~132ᵒ  of the NP-angle in POPC system). Our studies highlight that the thicker 

membrane environment plays a role in a stretch of NP motif leading to an initiation of RIP 

process, correlating the translocation of SREBP-2 from the endoplasmic reticulum (ER) to the 

Golgi apparatus membrane. Together, this study highlights unique insights into lipid 

environmental factors' effect on SREBP-2 which possibly addresses the molecular mechanism 

of the RIP process on SREBP-2 in cholesterol homeostasis. This will be beneficial in the 

therapeutic development targeting the RIP process and NP motif movement for the diseases 

that occur due to the malfunction of the cholesterol regulation. 

 

Introduction:  

Cholesterol is one of the essential lipids constituting approximately 30% of the overall 

mammalian cell membrane1-3. It plays a significant role in regulating membrane permeability 

and steroid biosynthesis, such as progesterone and estrogen4,5. Notably, cellular cholesterol 

level modulation is crucial as dysregulated cholesterol homeostasis as excessive and deficient 

cholesterol levels can cause heart disease and mental disorders, respectively6-9. One of the 

cholesterol homeostasis mechanisms is the SREBP pathway on the endoplasmic reticulum 

(ER) membrane, consisting of sterol regulatory-element binding protein (SREBP), SREBP 

cleavage-activating protein (SCAP), and insulin-induced gene protein (INSIG)10. The SREBP 

pathway is launched after the cholesterol level is dropped below 5 mol% of the total lipids in 

the ER membrane, sensed by the sterol-sensing domain (SSD) of SCAP11. Then, SREBP is 

translocated into the Golgi apparatus membrane and cleaved by the regulated intramembrane 

proteolysis (RIP) process10,12. The RIP process cleaves the basic helix-loop-helix leucine zipper 

(hLHL-Zip) at the N-terminus of SREBP by site-1 protease (SP1) and site-2 protease (SP2), 

on the luminal loop and the N-terminus transmembrane α-helix, respectively13. After, the 

bHLH-Zip activates the transcription of proteins underlying the sterol regulatory element 

(SRE) promoter leading to an increase in cholesterol levels14. Oppositely, INSIG will dimerize 
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with SCAP when the cholesterol level rises above 5 mol% resulting in an absence of the SREBP 

translocation and a decrease in cholesterol level15.  

According to a crucial of the bHLH-Zip in cholesterol homeostasis, the RIP process 

was then studied to understand a key mechanism that occurs on SREBPs. Thus, the NMR 

structure of SREBP-1, an isomer of the SREBPs family involved in lipid regulation, was solved 

in an LMPG detergent micelle16. The obtained structure was then studied using atomistic (AT) 

molecular dynamic (MD) simulation by conducting in 2 different lipid environments, DLPC 

and POPC, for 1 µs. The study reveals the N-terminus transmembrane α-helix responded to the 

change in membrane thickness, resulting in a wider angle on the asparagine-proline (NP) motif 

(residue 501-502). Moreover, this wider confirmation on the NP motif of SREBP-1 allowed an 

S2P docking at the scissile bond16-17. However, there is a lack of knowledge on the effect of 

lipid environment in other compositions on the SREBP-2 which plays a role in cholesterol 

homeostasis. Besides, the differences in lipid saturation influencing the RIP process on 

SREBPs remain unclear, only 2 lipid species (DLPC and POPC) were studied. The 

understanding of the insights of lipid environments including thickness and lipid saturation 

potentially elucidates the lipid-driven molecular mechanisms of the RIP process. 

Here, we aimed to study the effect of lipid environments on the SREBP-2, another 

isomer of the SREBP family regulating cholesterol homeostasis, using AT-MD simulations. 

Our work highlights different conformations and stabilities of the transmembrane domains of 

SREBP-2 in saturated (DLPC and DPPC), unsaturated (POPC) and detergent (LMPG) lipid 

environments. Besides, our work potentially describes the RIP process which relates with the 

change of lipid thickness between organisms, ER and Golgi apparatus membranes, within the 

SREBP pathway leading to benefit the future treatment of abnormal cholesterol homeostasis.  

 

 
Figure 1. Molecular modelling of SREBP-2 and the construction of simulation systems 

(A) The SREBP-2 structure was obtained from the AlphaFold protein database. Only the 

selected part (light blue) was used for the study. The cytosolic domains, bHLH-Zip, and 

CTD, are shown in green and orange, respectively. The disordered part is shown in grey. (B) 

The simulation boxes of PC lipids (top) and LMPG detergent (bottom) were constructed with 

a size of 6×6×8 nm3. The head groups of each lipid are shown in orange, while the tails are 

shown in light orange. The light blue within each system represents a solvent (0.15M NaCl in 

water). L, length; W, width; H, height. 

 

Methodology:  
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Molecular modeling of SREBP-2 structure 

         The structure of SREBP-2 was obtained from the AlphaFold protein database (UniProt 

entry: Q12772). According to the previous NMR structure of SREBP-1, the obtained structure 

was modified by removing the cytosolic domains, the bHLH-Zip, and the C-terminus 

regulatory domain (CTD), using PyMOL software. The remaining transmembrane (TM) 

domain with a luminal (LM) loop (residue 475-559) was then selected for the RIP process 

study (Figure 1A). 

Atomistic simulations of SREBP-2 in different lipid environments 

         The phosphatidylcholine (PC) lipid species were selected to study because of the major 

lipid ratio in the ER and Golgi apparatus membrane18. The DLPC and DPPC lipids were 

selected to imitate a thin and thick saturated lipid environment, respectively. The thin lipid 

environment was used to represent the ER membrane, while the thicker one represented the 

Golgi apparatus membrane25. The POPC lipid was picked to imitate an unsaturated lipid 

environment which has a similar thickness to DPPC. Lastly, the LMPG detergent was picked 

to simulate the environment of SREBP-2 as in the micelle the previous NMR structure of 

SREBP-116. The LMPG system was observed to explain the effect of detergent micelle 

comparing with other lipid systems. 

The systems of SREBP-2 in DLPC, POPC, DPPC, and LMPG membranes were 

generated using CHARMM-GUI with CHARMM36m forcefield19,20. Each simulation system 

was constructed in 6×6×8 nm3 size with TIP3P water and 0.15 M NaCl21 (Figure 1B). Then, 

each system was independently energy minimized using the steepest-descent algorithm with 

restrains on Cα atoms at 1000 kJ/mol/nm2 with 2 fs timesteps for 5 ns. The DLPC, POPC, and 

DPPC systems were equilibrated for 100 ns with a semi-isotropic Berendsen barostat for 

equilibration. Otherwise, the LMPG system was equilibrated for 100 ns with isotropic 

Berendsen barostat22. After, all systems were simulated for 250 ns (3 repeats independently in 

each system) using a semi-isotropic Parrinello-Rahman barostat, while the LMPG system was 

simulated with an isotropic Parrinello-Rahman barostat23. All simulations, excluding the 

energy minimization, were maintained temperature at 310 K with V-rescale temperature 

coupling and 1 bar of pressure coupling, and were performed by using GROMACS version 

2021.324. 

Analyses of the lipid environments affecting the structure of SREBP-2 

         Our analyses used 3 criteria; root means square fluctuation (RMSF), root means square 

deviation (RMSD), and the angle on NP motif of SREBP-2 (residue 495-496). In the RMSD 

analysis, all simulations were calculated an overall change in the SREBP-2 structure compared 

with the first frame of each system. Next, the RMSF analysis, every Cα atom of SREBP-2 in 

all systems were observed fluctuations in different lipid environments. Another, the angle 

analysis, we defined 3 residues, S480, N495, and W503, as the NP-angle reference. All 

analyses were performed by using GROMACS version 2021.324.  

 

Results and Discussion:  

The fluctuation of the SREBP-2 structure in different lipid environments 

 After the simulations, all systems were analyzed for the fluctuation of the Cα of the 

SREBP-2 structure. The results showed that the SREBP-2 structure, in terms of the TM 

domain, has a slightly different corresponding to the length of each lipid type (Figure 2B). On 

the TM1 of SREBP-2 structure, the LMPG micelle potentially influences the fluctuation of the 

TM1 more than the others (RMSF≈0.18-0.34 nm). The DLPC membrane effects slightly lower 

than the LMPG (RMSF≈1.2-2.2 Å), but still more than the DPPC and POPC membrane at 

residue 490-500 on the TM1 (RMSF≈0.8-1.7 Å). Interestingly, the higher fluctuations on TM1 
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of LMPG and DLPC systems covered the area of NP motif which previously described as a 

motile part of SREBPs (Figure 2A). However, an overall fluctuation on TM2 exists correlatedly 

with the TM1 that the fluctuation occurred mostly in the LMPG system. Another, the LM loop 

existed in the highest fluctuation on the DLPC (max RMSF≈7.8 Å), while the other systems 

presented in non-significant differences (max RMSF≈5.8 Å).  

Our results denote the effects of a lipid construction, and thickness according to the 

length of PC lipids. In the case of the LMPG micelle, the detergent was constructed in a 

spherical shape around the TM domains of SREBP-2, mimicking the protein isolation process 

of NMR in the previous study16. This probably allows a movement of TM domains more than 

the bilayers construction of DLPC, DPPC, and POPC, especially in the NP motif. Another, the 

thickness of each system potentially plays a role in a partial change of the SREBP-2 structure. 

Due to a DLPC lipid tail consisting of 12 carbon atoms that was the shortest among lipids in 

the study, the covering area of DLPC therefore took a thinner thickness than the others. This 

shorter covering area may allow the PC headgroup to interact with residues surrounding the 

NP motif, resulting in a higher fluctuation index. Besides, according to the simulations, the 

thinner membrane of the DLPC lipid increases distances between the LM loop and the PC head 

groups on the membrane leading to the lower chance of interaction and a higher fluctuation 

index. Surprisingly, the translocation of the SREBP-SCAP complex moves from the thinner to 

a thicker membrane, from the ER to Golgi apparatus membrane12,25. This suggests that the 

thicker membrane may be involved in the RIP process in terms of the protein stabilization.  

 

 
Figure 2. An overall structure of SREBP-2 in each system and the RMSF analysis 

(A) The details of the SREBP-2 structure within the covering area of PC lipids or LMPG 

detergent. The transmembrane (TM) domain, luminal (LM) loop, and the NP motif are shown 

within the figure with residues (res.). (B) The results of the RMSF analysis represent the 

fluctuation of Cα atoms of SREBP-2 in each system, the labels are shown in the upper-right 

box. The light blue areas represent the TM domain of SREBP-2. 

 

The movement of SREBP-2 in the different lipid environments 

From the RMSF analysis, the thicker membrane (DPPC and POPC) resulted in a better 

stability of the SREBP-2 structure. We hypothesized that a fluctuation of the SREBP-2 

structure should play a role in the activation of the RIP process on the Golgi apparatus 

membrane. We then shed light on the conformational change in different lipid environments. 

All systems were analyzed for the change in the overall SREBP-2 structure by calculating the 

RMSD throughout each simulation. The results showed that all systems result in an average 

range of ~2-6 Å (Figure 3A). In detail, the LMPG system showed an unstable altering of the 

SREBP-2 structure along the simulation (ca. 2-6 Å). For the rest of the systems, the DLPC and 

DPPC systems resulted in a non-significant difference (ca. 2-4 Å), while one repeat of POPC 

systems resulted in a high RMSD (ca. 2-6 Å). This may be caused by a movement on the TM2 
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that was bent transiently in the simulation (Figure 3B). An unsaturated oleoyl chain of the 

POPC potentially influences SREBP-2 to be more flexible than the saturated chains in DPPC 

and DLPC (Figure 3B). However, the change in a structure must be further analyzed for more 

insights of the effects of lipid environments. 

         Therefore, we additionally study the movement of the TM domain of SREBP-2. The 

angle analysis was used to observe the change in the referenced angle (NP-angle), consisting 

of S480, N495, and W503, on the NP motif (Figure 3C). The results showed that the NP-angle 

of the POPC system is the widest angle (average= ~132ᵒ). In the DPPC system, the NP-angle 

is slightly lower than that in the POPC system (average= ~130ᵒ). The DLPC and LMPG 

systems showed the lowest NP-angle (average= ~127ᵒ and ~119ᵒ, respectively) (Figure 3D). 

 
Figure 3. The movement of the SREBP-2 structure in different lipid environments 

(A) The RMSD results of each system represent the change of overall SREBP-2 structure 

throughout the 250 ns simulation (n=3 of each system). The flexible region (LM domain) was 

excluded from the analysis due to the unstability. (B) The movement of the SREBP-2 

structure within each system. The different colors of the SREBP-2 structure represent 

different time frames: 0 ns (white), 125 ns (light blue), and 250 ns (purple blue). The dark 

grey boxes (lipid head groups) and the light grey region (lipid tails) represent the covering 

area of PC lipids and LMPG detergent. (C) The reference residues represent the NP-angle 

(yellow) of the angle analysis. Each reference residue, with side chain, is shown in sphere, 

with carbon atoms (cyan), positively charged atoms (blue), and negatively charged atoms 

(red). (D) The distribution histograms of the angle analysis results of each system represent 

the change in the NP-angle throughout the 250 ns simulation (n=3 of each system). The right 

boxes represent angle distribution and averaged angle in each system.  

158



 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

 

Even though the POPC and DPPC lipid environment are different from each other by the 

saturated lipid tail, the NP-angle within each system showed a non-significant difference. This 

may be caused by the thickness dependency of the SREBPs. However, the study of lipid 

saturation environment is needed to explain some transient movement of TM2 within the POPC 

system and the wider-angle distribution on the NP-angle (Figure 3A-B&D).  

Our angle analysis highlights more essential information on the SREBP-2 structure in 

the different lipid environments. The wider NP-angle represents the stretching conformation 

around the NP motif, which was originally described as a crucial role in the S2P access17,26. 

Together with the stability study, the thicker membrane tends to affect the SREBP-2 structure 

and benefits the RIP process of the SP2 in the Golgi apparatus membrane. In the LMPG system, 

the system was constructed to mimic the NMR structure. The spherical construction of the 

LMPG micelle acts as the DLPC system in the lifting of the NP motif. This bending hinge-like 

NP motif potentially be an obstruction of the S2P binding16 (Figure 4). Our finding also 

proposes the potential role of the RIP process on the NP-motif of SREBPs which is important 

for the regulation of genes under controlled the SRE promoter, the bHLH-zipper’s target. For 

instance, a mutation on the NP motif causes a loss of S2P cleavage resulting in a cholesterol 

deficient condition which leads to a mental disorder, such as depression6. However, the deeper 

understanding of the lipid-driven molecular mechanism of the NP motif movement is needed. 

 

 
Figure 4. The schematic diagram of the NP motif movement affecting the RIP process in 

different lipid environments 

The detergent micelle (LMPG) and thinner membrane (DLPC) environments represent a 

similar configuration of SREBP-2, where the RIP process is blocked by the bending of NP 

motif (red spot). The thicker membrane (POPC and DPPC) represents the potential 

consequences of stretching/opening of the NP motif. Therefore, S2P probably accesses the 

S2P cleavage site (purple spot) allowing the RIP process to take place. 

 

Conclusion:  

 In conclusion, the different lipid environments influence the conformational change of 

the SREBP-2 structure. The lipid construction and membrane thickness could alter the NP 

motif on the TM1 of the SREBP-2. The movement of the NP motif essentially involves the 

RIP process in terms of the S2P binding. In the POPC system, the TM1 was stretched leading 

to the wider NP-angle, which serves as an accessible path to the cleavage site. Conversely, in 

the LMPG system, the NP angle resulted in the sharpest angle leading to the bending of the NP 

motif, which potentially avoids access to S2P. This also suggests that the translocation of the 

SREBP-SCAP complex from ER to the Golgi apparatus membrane is reasonable to allow the 
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RIP process. Besides, the lipid saturation may have a role in processes on SREBPs because of 

the movement of TM2 within the POPC system, while no obvious signal in the DPPC system. 

For further study, we suggest that the study of SREBPs in other lipid compositions is needed 

for a better understanding of the RIP process, especially in the mocked-up Golgi apparatus 

membrane using various types of lipids and cholesterol. This may elucidate more insight into 

the shadowed lipid-driven molecular mechanisms between RIP process and SREBPs. 

Moreover, this will benefit the drug design or therapeutic development to tackle diseases 

caused by mutations in the RIP-related regions on SREBPs. 
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Abstract:  

A survey and collection of three lichen genera Haematomma, Lecanora, and Malmidea was 

conducted in Doi Suthep-Pui National Park, Chiang Mai Province, Thailand, between February 

2023 and March 2024. A total of 264 specimens were collected from 23 phorophytes across 

two forest types and were taxonomically cataloged. The catalog includes six species from the 

genus Haematomma, and nine species each from the genera Lecanora and Malmidea. The 

highest species diversity was observed in the Lower Montane Forest (LMF) at 1,600 meters 

above sea level (masl), while it was lower in the Dry Dipterocarp Forest (DDF) at 400 masl. 

The common species found distributed across four elevations in two forest types include 

Malmidea aurigera, Lecanora helva, Lecanora argentata, and Haematomma rufidulum. The 

unknown tree species can be referred to as the favorite phorophyte of the most diverse lichens, 

followed by Castanopsis sp. and Shorea obtusa, respectively. Our research has shown that at 

higher altitudes, temperatures decrease, and humidity levels rise, leading to a significant 

increase in the variety of lichen species. This study has improved our understanding of the 

diversity and distribution patterns of these three lichen genera, providing valuable insights for 

future conservation efforts. 

 

Introduction:  

Doi Suthep-Pui National Park is a mountainous area located in Chiang Mai Province, Thailand 

(approx. latitude: 18° 48’ 34” N, longitude: 98° 54’ 57" E). Elevations range from 330 to 1,685 

meters above sea level. The park area is 261 square kilometers covering three districts consist 

of Mueang Chiang Mai, Mae Rim, and Hang Dong.1 The park experiences cool-dry season, 

hot-dry season and rainy season.2 Temperatures averaged from 2-23°C. The annual rainfall 

ranges between 1,350 and 2,500 millimeters, and the relative humidity averages about 70-

80%.1 The three lichen genera, Haematomma, Lecanora and Malmidea in this study are 

referred to the crustose growth form with disc-like apothecia. The apothecial disc may be 

exposed, flat, convex, or concave and normally upraised on the thallus. The two types of 

apothecia were found, the lecanorine apothecia with the margin of an apothecia can be 

concolorous. It is characterized by having photobiont cell (algae) incorporated with the exciple, 

the lichen with these types of apothecia includes Haematomma and Lecanora. Another type of 

apothecia is lecideine or biatorine apothecia, this apothecium lacks photobiont cells 

incorporated within the margin. This type of apothecia is found in lichen Malmidea. All three 

lichen genera produced colourless ascospores and contained within clavate asci.  They exhibit 

a variety of ascospore types including simple, trans-septate, sub-muriform, or muriform, 

depending on the lichen genus.4 The phorophyte, the plant on which the epiphyte grows, 

provides an important growth host for lichens.3 
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This study aims to assess the species diversity of three lichen genera: Haematomma, Lecanora, 

and Malmidea, and their relationship to environmental factors. 

 

Methodology:  

Samples of three lichen genera, along with temperature and relative humidity data 

(recorded using an Elitech, RC-51H datalogger, USA), were collected from Doi Suthep-Pui 

National Park in Chiang Mai Province between February 2023 and March 2024. The study 

covered four altitudes: 400, 800, 1,200, and 1,600 meters above sea level. The collection sites 

included Huay Tung Tao checkpoint and Wat Padhammachart (400 masl), as well as Chaloem 

Phrakiat pavilion viewpoint and Sirindhorn Observatory Chiang Mai (800 masl). These study 

sites are located within Dry Dipterocarp Forest (DDF). At higher altitudes, between 1,200 and 

1,600 meters above sea level, such as Bann Khun Chang Khian, Doi Suthep viewpoint, San Ku 

(1,200 masl), Doi Hua Moo and Doi Pui peak (1,600 masl), the areas are covered by Lower 

Montane Forest (LMF).  

All lichen specimens were identified based on their thallus morphology and 

anatomy.5,6,7,8,9 Lichen substances were clarified using spot test and Thin Layer 

Chromatography (TLC) techniques.10  

 

Results and Discussion:  

Two hundred and sixty-four specimens of three lichen genera which were found on 

twenty-three phorophytes. The most diverse taxa were Lecanora and Malmidea (9 species 

each), followed by Haematomma (6 species) respectively (see Table 1). It was shown that 

lichen species in this area have high species diversity at higher elevations in Lower Montane 

Forest at altitudes around 1,600 meters, but lower diversity in Dry Dipterocarp Forest (DDF) 

at altitudes around 400 meters. The temperature and humidity are key environmental factors 

that strongly influence lichen diversity and distribution. Lower temperatures and higher 

humidity tend to create favorable conditions for a wider range of lichen species (see Table 1). 

This may indicate that most lichen species of the three genera prefer high-altitude habitats. The 

suitable habitats for these lichens are likely cool and humid forests. However, their colonization 

is also influenced by vegetation and environmental factors such as air ventilation, light 

direction, and the acidic, smooth bark of dominant phorophytes.11 In table 1., Malmidea 

aurigera shows high frequency and adaptability across different forest types (see figure 1.D), 

such as DDF and LMF, suggest that it is well-suited to varying environmental conditions in the 

national park. Its ability to thrive in multiple habitats makes it a strong indicator species for the 

resilience of lichen communities. The presence of other species like Haematomma rufudulum, 

Lecanora argentata, and L. helva (see figure 1.) across all study sites also highlights their 

ecological flexibility, but Malmidea aurigera abundance points to its particularly adaptive 

nature in this environment.12, 13  

The phorophyte, or host tree, is indeed a critical factor influencing lichen distribution. 

In our study, the highest lichen species diversity was observed on an unknown tree with 21 

species, followed by Castanopsis sp., which supports 11 species and is dominant in LMF, and 

Shorea obtusa, which supports 9 species and is dominant in DDF (see Table 2). These three 

phorophytes collectively support over half of the lichen species in the area, highlighting the 

significant role of phorophyte specificity in shaping the diversity and distribution of tropical 

lichen communities. 
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Table1. 

Lichen species and distribution in altitude habitats (meters above sea level) at Doi Suthep-Pui 

National Park, Chiang Mai Province. 

 

                   

                     Note: Dry Dipterocarp Forest (DDF), Lower Montane Forest, (LMF). 

 

 

Lichen taxa 

 Altitude/Forest types        
Total no. of  

400 
(DDF) 

800 

(DDF) 

1,200 

(LMF) 

1,600 

(LMF) 

specimens 

Haematomataceae Haematomma collatum 1 4 4  9 

 H. parda    4 4 

 H. persoonii  13 6  19 

 H. puniceum  1  2 3 

 H. rufidulum 9 3 1 2 15 

 H. wattii   4 1 5 

 Lecanoraceae Lecanora achroa  2  3 5 

 L. allophana    4 4 

 L. argentata  3 14 1 3 21 

 L. arthothelinella    1 1 

 L. caesiorubella    4 4 

 L helva 3 8 10 3 24 

 L. kansriae   1 2 3 

 L. tropica 7 11 1  19 

 L. pseudagentata 16    16 

  Malmideaceae Malmidea aurigera 1 1 38 11 51 

 M. bakeri   1  1 

 M. ceylanica 6 1   7 

 M. chrysostigma   16 1 17 

 M. granifera   5 1 6 

 M. infrata   1 1 2 

 M. perplexa  1 1  2 

 M. piae 11    11 

 M. subaurigera   13 2 15 

Total no. of specimens 57 59 103 45 264 

Total no. of species 9 11 15 16 24 

Average Temperature 24.9 31.1 20.4 18.4  

Average Humidity 73.2 75.0 77.6 79.4  
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Table 2. 

List of lichen-taxa on phorophytes at Doi Suthep-Pui National Park, Chiang Mai Province. 

 

 

Note: 1= Unknown tree, 2= Castanopsis sp., 3= Shorea obtusa, 4= Vine, 5= Shorea siamensis, 

6=Castanopsis diversifolia, 7= Castanopsis acuminatissima, 8= Gardenia sootepensis, 9= 

Strychnos nux-vomica, 10= Dipterocarpus tuberculatus, 11= Schima wallichii, 12= 

Buchanania lanzan,  13= Lannea coromandelica,  14= Gluta usitata, 15= Quercus kerrii, 16= 

Xylia xylocarpa 17= Afgekia sericea, 18= Dipterocarpus intricatus, 19= Dipterocarpus 

obtusifolius, 20= Engelhardia spicata, 21= Juniperus chinensis, 22= Phyllanthus emblica, 

23= Rhododendron moulmeinense. 

 

 

 

 

 

 

 

 

 

        Lichen taxa 
                                                         Phorophyte number.  Total no.  

of specimens 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 

Haematomma collatum 5 1  1  2                         9 

H. parda 2 2                               4 

H. persoonii 4 4 3  1 2 2   1      2                19 

H. puniceum 2 1                               3 

H. rufidulum 11   3  1                          15 

H. wattii 2      3                          5 

Lecanora achroa 3  1                   1           5 

L. allophana 2   1    1                         4 

L. argentata  8 2 2 1 2 1  1 2     1       1           21 

L. arthothelinella       1                          1 

L. caesiorubella 2   1                1             4 

L. helva 5 5 2 1 2 1 2 2     3     1              24 

L. kansriae 2 1                               3 

L. tropica 1 2 2  8 1   1 1  3                    19 

L. pseudagentata   11  3     1     1                 16 

Malmidea aurigera 27 9  4 1 1     7  2                   51 

M. bakeri 1                                1 

M. ceylanica 1  1      1   2  1     1              7 

M. chrysostigma 9 8                              17 

M. granifera 5                      1          6 

M. infrata 2                                2 

M. perplexa   1        1                      2 

M. piae 3  3 2 1          1  1               11 

M. subaurigera 7 7     1                         15 

Total no. of specimens 104 42 26 14 18 9 9 4 4 3 8 5 5 2 2 2 1 1 1 1 1 1 1       264 

Total no. of species 21 11 9 8 7 7 5 3 3 3 2 2 2 2 2 1 1 1 1 1 1 1 1  
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Figure 1. 

The common lichen observed from study sites. A) = Haematomma persoonii, B) = Leanora 

argentata, C) = Lecanora helva and D) = Malmidea aurigera, Scale bar = 1 mm. 

 

Conclusion:  

The distribution of three lichen genera (Haematomma, Lecanora and Malmidea) was studied 

across twenty-three phorophytes. The highest species diversity of lichen was found in the 

Lower Montane Forest, indicating that most lichen taxa adapt well to cool and humid 

conditions. The dominant species, such as Malmidea aurigera were found in all four forest 

types. This lichen species may be considered widely distributed within the national park and 

plays a crucial role in maintaining the important species composition of the lichen community. 

Epiphytic lichens observed on the phorophytes indicated that suitable habitats include the 

unknown tree and Castanopsis sp. Those trees are the most important phorophyte for lichen 

diversity. Conservation efforts to maintain these tree species may help preserve a high diversity 

of lichen composition in Doi Suthep-Pui National Park. Studying lichen communities and 

individual species in relation to environmental factors would be an interesting approach to 

further understanding the patterns of lichen diversity and distribution. 
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Abstract:  

 Clinacanthus nutans, a medicinal plant from Acanthaceae family, is included in 

Thailand's essential medicinal plant list for treating diabetes, skin rashes, insects and snake 

bites, and inflammation from Herpes simplex virus infection. This plant has very similar 

morphological features to another Acanthaceae species, namely Clinacanthus siamensis. Also, 

they share local names across regions leading to confusion of plant identification. For effective 

use of medicine derived from the plants, raw plant materials should be accurately authenticated.  

However, the identification of these plants from dried leaves or herbal powder is challenging, 

therefore, application of molecular biology technique is necessitated. This research aimed to 

analyze potential genes to create molecular markers and develop Bar-HRM (Barcode DNA-

High Resolution Melting) system for discrimination of C. nutans from other closely related 

plant species. Two highly conserved chloroplast genes, rbcL and trnH-psbA were selected for 

Bar-HRM analysis. The results showed that the rbcL gene with 95.97 - 97.98% identity could 

distinguish each species in this family but could not separate C. nutans from C. siamensis by 

Bar-HRM analysis. While the trnH-psbA gene has higher variation with 56.06 – 80.45% 

identity of DNA sequences could clearly separate the two plants. The Bar-HRM system from 

this study will be useful for the plant authentication, purity verification of medicinal plants in 

local markets, and can be used as a raw materials quality control in the plant-derived medicine 

industry.  
 

Introduction:  

 Clinacanthus nutans (Burm.f) Lindau, known in Thai as "Phaya Yo," is a prominent 

medicinal plant in Thailand. It is used to treat skin rashes, insect and snake bites, inflammation 

from Herpes virus infection, diabetes, and gout in Thailand, Malaysia, Indonesia, and China. 

Chemical analyses have identified various bioactive compounds in C. nutans 1, such as 

flavonoids, glycosides, glycoglycerolipids, cerebroside, and monoacyl-monogalatosylglycerol, 

which possess anti-inflammatory, antioxidant, and anti-diabetes properties.2,3,4,5,6 These plant 

extracts are non-toxic 7, making them suitable for developing therapeutic treatments. However, 

quality control of the raw materials is crucial to ensure the efficacy and safety of these herbal 

medicines. In Thailand, more in-depth research is needed to harness the full potential of C. 

nutans extracts and develop high-value products. 

 Due to similar morphological characteristics and varying local names within the 

Acanthaceae family, confusion can arise. For example, "Male Sled Pang Pohn" refers to both 

Clinacanthus siamensis and Barleria lupulina. C. siamensis closely resembles  C. nutans, to 

the extent that they were once classified as the same species.8 Despite their similar appearance, 

these plants have distinct pharmacological properties, indicating they are separate species.9 

Therefore, accurately distinguishing C. nutans from other morphologically similar plants, 

especially in dried powder form, is challenging. This necessitates the development of molecular 
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biology techniques for precise plant identification and species discrimination more accurately 

than morphological separation to ensure the authenticity of herbal raw materials and analyze 

market products, including fresh, dried, and powdered samples. 

Genetic variations can be used in plant species discrimination through gene sequencing 

or DNA fingerprinting. However, these methods are often time-consuming, expensive, and 

require expert analysis.10 To overcome these challenges, the Bar-HRM (Barcode DNA-High 

Resolution Melting) technique has proven effective. The Bar-HRM uses real-time PCR 

(Polymerase Chain Reaction) combind with DNA melting temperature curves to analyze 

variations in the DNA sequence of a specific gene region and measures subtle differences in 

the melting curve. If the target gene has sufficient sequence variations, this technique can 

effectively differentiate closely related plant species, even in powdered form.11  

Chloroplast genes are widely used to study plant diversity and DNA barcoding.12,13 For 

example, the rbcL gene was successfully used to separate three species within the Acanthaceae 

family using the Bar-HRM technique.11 Meanwhile, the ITS2 gene demonstrated the ability to 

discriminate several Acanthaceae species but could not separate C. nutans from C. siamensis.14 

Additionally, the trnH-psbA gene can be used as a DNA marker to separate C. nutans and C. 

siamensis from other species in the Acanthaceae family.15  

This study aims to analyze genes with potential to create molecular markers for  
discrimination of medicinal plants in the Acanthaceae family and to develop a Bar-HRM 

system for the identification and authentication of C. nutans and C. siamensis. This method is 

intended to serve as a quality assurance tool for herbal raw materials in the development of 

medicinal products from C. nutans. In addition, the system will be benefit for authentication of  

other herbal products available in the market. 

 

Methodology:  

Plant materials and DNA isolation  

 Clinacanthus nutans (Phaya Yo) plant samples were collected from ten diverse 

cultivation sources across Thailand along with three other plant species in the Acanthaceae 

family with similar characteristics. These species included Andrographis paniculata (Fah Talai 

Jone), Barleria lupulina (Male Sled Pang Pohn), and Clinacanthus siamensis (Phaya Plong 

Thong). The plant sample locations were listed in Table 2. The Queen Sirikit Botanic Garden’s 

(QSBG) taxonomist has verified the identification of the plant species.  

DNA was isolated from both fresh and dried leaf samples using liquid nitrogen for 

sample grinding, followed by a Genomic Plant DNA Purification Kit (PureLink™ , USA). 

DNA quality and quantity were evaluated using an agarose gel electrophoresis and a NanoDrop 

microvolume spectrophotometer. The best extraction method yielding the highest quality DNA 

was used for further analysis. 

 

Data mining & Genes analysis  

 Plastid DNA regions suitable for DNA barcoding, such as trnH-psbA, rbcL, and matK 

genes from selected medicinal plants in the Acanthaceae family were extracted from the 

GenBank database (NCBI; National Center for Biotechnology Information). These sequences 

were undergoing critical evaluation via multiple alignments using Bioedit software (version 

7.2). Variable characters were calculated to design specific primer for high-resolution melting 

(HRM) analysis. The suitable genes should contain conserved region within species collected 

from diverse areas, while showing enough variation among different species. 
 

Specific primers design 

 Primers specific to the target gene were designed considering gene positions, gene 

length, GC base composition, and percentage of base sequence variations using Primer3Plus 
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and MEGA11. Two criteria were ensured successful HRM analysis: 1) primer pairs should 

amplify a PCR product less than 300 bp, and 2) primers should cover enough variable sites to 

distinguish among the tested species. 16 Candidate primer pairs were tested by amplifying the 

target gene using PCR and gel electrophoresis. 

 

Optimization of real-time PCR condition 

 Real-time PCR was performed using HOT FIREPol® EvaGreen® HRM Mix (Solis 

Biodyne, Tartu, Estonia) in CFX Opus 96 Real-Time PCR System (Bio-RAD, California, 

USA) to increase DNA quantity. Primer concentrations and real-time PCR conditions were 

optimized. The thermocycling reactions was conducted in a 96-well plate with an initial 

denaturation step at 95 °C for 2 minutes, followed by 40 cycles of denaturation at 95°C for 10 

seconds, annealing at 57°C for 30 seconds and extension at 72°C for 30 seconds. Fluorescent 

data was acquired at the end of each extension step during the PCR. After that, products were 

denatured at 95°C for 30 seconds, annealed at 60°C for 60 seconds to form heteroduplexes, 

and then melted gradually from 60°C to 95°C. Fluorescence data were collected every 0.2°C 

by Bio-Rad CFX Maestro programs. After that, Bio-Rad Precision Melt Analysis program was 

used to generate normalized and differential melting curves for characterization of DNA 

melting temperature (Tm) from each sample, and to distinguish different medicinal plants from 

DNA melting curves. The Precision Melt Analysis was conducted on each species, including 

DNA derived from fresh and dried samples to develop the Bar-HRM system. 

 

Results and Discussion:  

 From previous research, Bar-HRM analysis has been used to authenticate some plant 

species in Acanthaceae family. The rbcL gene has been successfully used for discrimination of 

three Acanthaceae species: Rhinacanthus nasutus, Acanthus ebracteatus, and Andrographis 

paniculata.11 While the ITS2 gene was used to distinguish several Acanthaceae species except 

C. nutans and C. siamensis.14 In addition, the trnH-psbA gene was reported to have more 

variation among these two species.15 Therefore, the rbcL and trnH-psbA genes were further 

analyzed in this study.  

 

Specific primer design 

 The sequences of two genes, rbcL and trnH-psbA, were extracted from the NCBI 

GenBank database to design specific primers. However, the sequence for C. siamensis is not 

available in the database. Therefore, sequences from other two close species, B. lupulina  and 

A. paniculata have been used together with C. nutans for primer design. The reference 

accession number of these three species were NC_070082.1, NC_022451.2, and NC_042162.1, 

respectively. The specific primers were designed based on the previous study 15,11 and sequence 

alignment. The sequence of specific primers was shown in Table 1. 

 

DNA isolation and primer evaluation 

 Total DNA extracted from leaves of 17 plant samples were subjected to evaluation of 

quality and quantity (Table 2). Samples 1-11 were C. nutans collected from various planting 

areas across Thailand, while samples 12-17 were closely related Acanthaceae species. The 

extracted DNA samples had high quality and concentration ranged from 7.0 – 545.9  ng/µL 

which is good enough to be used as DNA templates. All extracted DNA samples were subjected 

to DNA amplification by PCR using the specific primers designed for this study. 
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Table 1. Specific primer sequences designed for DNA amplification of the rbcL and trnH-

psbA gene and the PCR product sizes from each plant species 

 

Primer Sequence 
PCR product (bp) 

C. nutans B. lupulina A. paniculata 

rbcL1_F 5'-CACAAACAGAGACTAAAGCAAGTGTT-3' 247 247 247 

rbcL1_R 5'-GTAGCATCGCCCTTTGTAACG-3'    

rbcL2_F 5'-GCGTTGGAGAGATCGTTTCTTATT-3' 191 192 192 

rbcL2_R 5'-GCAGTGAATCCTCCTGTTAAGTAG-3'    

psbA1_F 5'-GCCTTGATCCACTTGGCTACAT-3' 311 527 303 

psbA1_R 5'-GRTCCAACAAATGGATAAGACTTG-3'    

psbA2_F 5'-CGCATGGTGGATTCACAATC-3' 392 608 384 

psbA2_R 5'-GAAGTTATGCATGAACGTAATGCTC-3'    

 

The PCR products amplified by rbcL1 and rbcL2 primers were the same size among four 

plant species, 247 bp and 192 bp, respectively (Figure 1A, 1B, Table 1). While the PCR 

products amplified by trnH-psbA1 and trnH-psbA2 primers ranged from 303 – 527 bp and 384 

– 608 bp, respectively (Figure 1C, 1D, Table 1). The results suggest that there are more genetic 

variations in trnH-psbA gene than that of rbcL gene. Similar results were found in previous 

study 15, indicating that trnH-psbA gene would be a better candidate for developing of genetic 

markers. 

 

Table 2. Locations of plant samples and concentrations of DNA extracted from leaf samples 

 

No. Species Location Sample Code 
DNA Conc. 

(ng/µL) 

1 Clinacanthus nutans Bangkok C. nut BKK - Fresh 368.1 

2 Clinacanthus nutans QSBG, Chiang Mai C. nut CM1 - Fresh  18.2 

3 Clinacanthus nutans QSBG, Chiang Mai C. nut CM1 - Dried 128.7 

4 Clinacanthus nutans Mueang, Chiang Mai C. nut CM2 - Fresh 336.5 

5 Clinacanthus nutans San Pa Tong, Chiang Mai C. nut CM3 - Fresh 545.9 

6 Clinacanthus nutans Loei C. nut LEI - Fresh 93.7 

7 Clinacanthus nutans Lampang C. nut LP - Fresh 128.6 

8 Clinacanthus nutans Nonthaburi C. nut NB - Fresh 194.5 

9 Clinacanthus nutans Nakhon Si Thammarat C. nut NST - Fresh 114.3 

10 Clinacanthus nutans Samut Prakan C. nut SPK - Fresh 328.3 

11 Clinacanthus nutans Ubon Ratchathani C. nut UBN - Fresh 358.0 

12 Clinacanthus siamensis QSBG, Chiang Mai C. siam CM – Fresh 7.6 

13 Clinacanthus siamensis QSBG, Chiang Mai C. siam CM – Dried 7.0 

14 Barleria lupulina QSBG, Chiang Mai B. lupu CM – Fresh 87.1 

15 Barleria lupulina QSBG, Chiang Mai B. lupu CM – Dried 46.0 

16 Andrographis paniculata QSBG, Chiang Mai A. pani CM – Fresh 16.0 

17 Andrographis paniculata QSBG, Chiang Mai A. pani CM – Dried 9.3 
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Figure 1. The PCR products amplified by each primer pairs with DNA templates extracted 

from four medicinal plants including fresh and dried leaf samples. A) rbcL1 primer B) rbcL2 

primer C) trnH-psbA1 primer D) trnH-psbA2 primer.  

 

HRM profile validation 

To develop Bar-HRM system, the real-time PCR was performed, and DNA melting 

curves were analyzed in four plant species using each specific primer pairs. The results 

demonstrated same pattern of DNA melting curves of rbcL and trnH-psbA genes in  the same 

species collected from different region of Thailand. Additionally, the melt curves from DNA 

extracted from both fresh and dried samples of the same species yielded consistent results 

(Figure 2), indicating that these two genes were quite conserved and HRM analysis was very 

accurate. The PCR products amplified by rbcL1 primers revealed  three patterns of meting 

curves from four species (Figure 2A, 2C), suggesting that this primer pair could distinguish 

Clinacanthus genus from other genus. However, C. nutans (red lines)  and C. siamensis (green 

lines) could not be separated by this gene. We expected the same results for rbcL2 primers; 

therefore, they were not further analyzed for HRM.  

On the other hand, the PCR products from trnH-psbA1 primers showed distinct four 

patterns of melting curves from four different plant species (Figure 2B, 2D). This indicates that 

the trnH-psbA1 primer could effectively discriminate four species including C. nutans and C. 

siamensis. The trnH-psbA2 primers showed potential for distinguishing the four plants (data 

not show), however, the melting curves were quite fluctuated and not as distinct as those 

obtained with trnH-psbA1 primers. It probably because the size of PCR products amplified by  

this primer pair were larger than 600 base pairs, which may reduce accuracy of the analysis.14  
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Figure 2. The normalized curves of melting tempurature (Tm) of PCR products rerived from  

A) rbcL1  primer, B) trnH-psbA1 primer, and adjusted difference curves of C) rbcL1  primer, 

D) trnH-psbA1 primer using a reference species in HRM analysis. The DNA templates were 

extracted from fresh and dried leaves of four medicinal plants. The real-time PCR reaction was 

conducted twice for each samples.  
 

The pairwise analysis revealed that PCR products from rbcL1 primer have % identity 

range from 95.97% - 97.98% (Table 3A), suggesting that this gene is highly conserved among 

different species. Hence, the inability to distinguish between C. nutans and C. siamensis may 

cause by the sequences are very similar14 

. The DNA sequences from rbcL2 primers showed similar range of % identity, 95.83% - 

96.88% (Table 3B), therefore HRM analysis of this primer was not continued. On the other 

hand, the trnH-psbA1 primer could clearly separate all four species, probably because DNA 

sequences from this primer have more diversity with % identity range from 56.06% - 80.45% 

(Table 3C). To characterize sequence difference between C. nutans and C. siamensis, the gene 

sequencing should be further examined. 

 

Conclusion:  
 The Bar-HRM system developed with specific primers for rbcL gene can be used to 

classify some plants in Acanthaceae family, but cannot distinguish C. nutans and C. siamensis, 

while trnH-psbA gene is more effective for discrimination of these two species. This study 

demonstrated the potential of Bar-HRM technique as an essential tool for medicinal plants 

authentication and purity verification of raw herbal materials in plant-derived medicine 

industry in the future. 
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Table 3. Pairwise analysis showing percent identity (%) of the DNA sequences derived from 

four primer pairs in three plant species. The numbers in brackets refer number of nucleotide 

difference.           

A) The rbcL1 primer      B) The rbcL2 primer 
Species C. nutans B. lupulina A. paniculata  Species C. nutans B. lupulina A. paniculata 

C. nutans 100% (0) 97.18% (7) 95.97% (10) 
 

C. nutans 100% (0) 96.88% (6) 95.83% (8) 

B. lupulina  100% (0) 97.98% (5) 
 

B. lupulina  100% (0) 95.83% (8) 

A. paniculata   100% (0) 
 

A. paniculata   100% (0) 

              

 

C) The trnH-psbA1 primer     D) The trnH-psbA2 primer 
Species C. nutans B. lupulina A. paniculata  Species C. nutans B. lupulina A. paniculata 

C. nutans 100%( 0 ) 56.06%(>10) 80.45% (>10) 
 

C. nutans 100% (0) 56.13%(>10) 80.50% (>10) 

B. lupulina  100% (0) 57.96% (>10) 
 

B. lupulina  100% (0) 58.03% (>10) 

A. paniculata   100%(0) 
 

A. paniculata   100% (0) 
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Abstract:  

 The circadian clock is an internal timekeeper that regulates daily cellular, 

physiological and behavioral functions including cell cycle, proliferation, and apoptosis. In 

mammals, core clock proteins CLOCK:BMAL1 as activators and PER:CRY as repressors 

drive rhythmic expression of PER, CRY, and many other clock-controlled genes via 

transcription-translation feedback loops. Disruptions in the circadian rhythm of clock genes 

are linked to various cancers, including pancreatic cancer, which is aggressive and 

challenging to treat due to its rapid progression and resistance to chemotherapy. Many 

chemotherapeutic drugs have targets that are rhythmic in cancer cells, suggesting that 

treatment timing could affect drug efficacy. However, the circadian gene expression in cancer 

cells varies by tissue type and individuals, which complicates treatment optimization. This 

study explores whether pancreatic cancer cell lines, PANC-1 and MIA PaCa-2, exhibit 

circadian rhythms that could inform more effective drug treatment timing. Representative 

gene expression of core circadian clock components PER2 and BMAL1 was measured using 

qRT-PCR. Cells were treated with chemotherapy at times of peak and trough expression of 

these genes, and the cell viability was assessed by an MTT assay. Our findings indicate that 

PANC-1 and MIA PaCa-2 cells do have circadian rhythms. Treatment with the 

chemotherapeutic drug oxaliplatin at the peak of PER2 expression (28 hours post-

synchronization) showed an increased drug sensitivity compared to that of the trough of 

PER2 (16 or 40 hours post-synchronization). Thus, timing of the chemotherapy treatment 

with the cellular circadian rhythms could improve treatment outcomes for pancreatic cancer 

leading to potential cancer chronotherapeutic practices for pancreatic cancer patients in 

clinical settings.  

 

Introduction:  

 The circadian clock is an endogenous oscillator that drives rhythmic physiological 

and behavioral processes with a period of approximately 24 hours such as the sleep-wake 

cycle, hormone secretion, metabolic processes, biochemical processes, and molecular 

processes1. Circadian rhythms can be synchronized with external environmental factors that 

change daily such as the light-dark cycle, temperature, and food intake1. In mammals, 

circadian clocks are present in almost every tissue. They are essential for controlling almost 

rhythmic pathways in humans, such as cell cycle, cell proliferation, apoptosis, and DNA 

repair2. The mammalian circadian system is composed of a central clock, which resides in the 

SCN of the hypothalamus. SCN neurons receive the timing light signals from the 

retinohypothalamic tract3; and the peripheral clocks outside of the SCN such as liver, colon, 

and pancreas that receive the timing signals from the SCN and other cues such as hormones 

and nutrients. Both of these works together to maintain cyclical homeostasis in the body2. At 
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the cellular level, the circadian clock is regulated by many genes and protein activities. The 

eukaryotic circadian molecular mechanism works as transcription-translation negative 

feedback loops. In the mammalian system, the core clock genes are CLOCK and BMAL1, 

which encode transcriptional activators, and PERIOD (PER1, PER2, PER3) and 

CRYPTOCHROME (CRY1 and CRY2) genes, which encode transcriptional repressors. After 

translation, PER and CRY proteins repress the activity of CLOCK/BMAL14. Many studies 

have suggested that circadian disrupted lifestyles such as shift work increase risks of many 

pathogenic diseases such as sleep disorders, obesity, diabetes, mental disorders, and cancer5. 

Irregularity of the circadian clock can affect cellular processes, especially with the 

development of cancer. Several circadian clock genes exert tight control of several hallmarks 

of cancer including cell cycle, proliferation, immune response, and DNA damage response, 

and directly control many cancer-related genes such as p53, Xpa, and c-Myc6.  Many types of 

human cancer show altered expression of clock genes including colorectal cancer, breast 

cancer, and pancreatic cancer. 

 Pancreatic cancer is one of the most aggressive cancers with poor survival rates. The 

initial symptoms are often not expressed. Early diagnosis is difficult, and the later stages are 

often different and obscure. Treatments are also quite difficult due to the emergence of 

resistance to conventional chemotherapy and radiotherapy7. One of the problems with cancer 

chemotherapeutic drugs is poor targeting efficiency and severe side effects8. Interestingly, 

some anticancer drugs have targets that vary at different cell cycle phases and those targets 

also have rhythmic drug metabolism, which is under the circadian clock regulation8. In 

addition, the healthy and malignant cells may have different expression patterns of circadian 

rhythm that may affect the different efficiency of drug administration and toxicity of 

anticancer agents9.  

 Chronotherapy or treatment that depends on circadian timing is a promising new 

approach to cancer treatments. The optimal timing to treat anticancer drugs can help 

maximize drug efficiency and minimize side effects8. Clinically, there are many 

chronotherapy studies with cancer patients, for example, colorectal cancer shows a better 

response in cancer patients and increase complete surgical when treated with the 

chemotherapy depending on the time10. However, these treatment approaches depend on the 

time specific to individual patients and the phase of circadian rhythm, which is tissue-specific 

and dependent on the stages of cancer. Therefore, this study aims to investigate the presence 

of circadian clock in pancreatic cancer cells by measuring clock gene expression and the 

differential responses and sensitivity of chemotherapeutic drug at different circadian times 

based on the rhythmic patterns of clock gene expression. 

 

 

Methodology:  

Cell culture 

 PANC-1 and MIA PaCa-2 were used as representative pancreatic cancer cells. PANC-

1 was isolated from a pancreatic carcinoma of ductal cell origin. MIA PaCa-2 is an epithelial 

cell line that is established from tumor tissue of the pancreas. They were obtained from the 

American Type Culture Collection (ATCC, Manassas, VA, USA). These cells were 

maintained in culture media, which consists of Dulbecco’s Modified Essential Medium 

(DMEM) with high glucose supplemented with 1% Penicillin-Streptomycin (Gibco, USA) 

and 10% fetal bovine serum, FBS (Cytiva, USA) at 37°C under 5% CO2. Medium was 

replaced every 2 days while the cells were subcultured with 1:3 ratio.  
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Cell synchronization and collection 

 PANC-1 and MIA PaCa-2 were seeded into 6-well plates at 6 × 105 cells/well in 1 ml 

complete DMEM for 18 hours to allow cell attachment. Then, the culture media was replaced 

with 1 mM dexamethasone (MedChemExpress, USA) to reset and synchronize the cells, in 

complete DMEM media for 2 hours. Post dexamethasone treatment, the cells were 

maintained in complete DMEM and harvested for RNA extraction every 4 hours for a total of 

48 hours.  

RNA extraction and cDNA synthesis 

 Cell pellets were processed to isolate the total RNA by using GENEzol™ Reagent 

(Geneaid Biotech Ltd, Taiwan) and chloroform. RNA was then precipitated with isopropanol 

and washed with cold 70% ethanol. RNase-free water was used to serve as the elution buffer. 

RNA concentrations were determined using a nanodrop 2000 UV-Vis spectrophotometer at 

OD 260 nm. Subsequently, RNA at a concentration of 1 µg/µL was converted to cDNA using 

5x iScriptTM Reverse Transcription Supermix (Bio-Rad, USA) according to the 

manufacturer’s protocol. The cDNA from each cell line was stored at -80˚C. 

 Quantitative Reverse Transcription Polymerase Chain Reaction (qRT-PCR) assay 

 Following RNA extraction and cDNA conversion, the relative gene expression of 

BMAL1 and PER2 was assessed using qRT-PCR. The primers were employed for qRT-PCR 

(Table 1), and each sample was conducted in triplicate. Each qRT-PCR reaction consisted of 

Luna® Universal qPCR Master Mix (Biolabs), 10 µM of forward and reverse primers, and 1 

µg of cDNA. In brief, the qPCR protocol included 40 cycles with initial denaturation at 95˚C 

for 15 seconds, followed by annealing at 60˚C for 30 seconds and extension at 55˚C. Relative 

gene expression levels were determined using comparative quantification and normalized 

against the housekeeping gene ACTB that codes for β-actin.  

Table 1. The list of primer sequences for qRT-PCR 

Gene Primer sequence 

Housekeeping gene  

ACTB-f 5’-CGAGGCCCAGAGCAAGAGAG-3’ 

ACTB -r 5’-CTCGTAGATGGGCACAGTGTG-3’ 

Circadian clock gene  

PER2-f 5’-AGTTGGCCTGCAAGAACCAG-3’ 

PER2-r 5’-ACTCGCATTTCCTCTTCAGGG-3’ 

BMAL1-f 5’-GCCCATTGAACATCACGAGTAC-3’ 

BMAL1-r 5’-CCTGAGCCTGGCCTGATAGTAG-3’ 
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Rhythmicity analysis 

 The rhythmicity of PDAC cells was analyzed from the expression of PER2 and 

BMAL1. Cosinor Analysis (https://cosinor.online/app/cosinor.php) was used for non-linear 

regression of the expression of PER2 and BMAL1.  

Chemotherapeutic drug treatment and cell viability assay 

After analysis of the gene expression, results showed patterns of rhythmicity, time 

points that PER2 and BMAL1 genes expressed the highest and the lowest were chosen for 

treatment with oxaliplatin, a chemotherapeutic drug for cancer treatment. The cells were 

seeded in each 24-well plate at 1 × 104 cells/well in 500 µL culture DMEM at 37°C under 5% 

CO2 for 18 hours to allow cell attachment. Then, the cells were synchronized by using 1 mM 

dexamethasone in 500 µL culture DMEM for 2 hours. After cell synchronization, the cells 

were maintained with 500 µL culture DMEM until the chosen time points. The cells were 

treated with oxaliplatin at 0, 1, 10, 100, 1000 µM for PANC-1 and 0, 0.1, 1, 10, 100 µM for 

MIA PaCa-2 and incubated for 48 hours at 37°C under 5% CO2 prior to the MTT assay. Cell 

viability was determined by using the MTT assay with 0.5 mg/ml MTT solution. Fifty 

microliters of 5 mg/mL of the MTT solution were added per well and then incubated for 3 

hours. The resulting crystal formazan was later dissolved by DMSO, and the absorbance at 

540 nm of the resulting solution was measured using a microplate reader. The half-maximal 

inhibitory concentration (IC50) was calculated from the absorbance data of each time point. 

Statistical analysis 

The quantitative data were shown as the mean ± standard deviation (SD). The 

statistical significance was calculated using the student’s t-test or one-way analysis of 

variance (ANOVA). The P-value that is less than 0.05 was determined as a statistically 

significant difference. 

 

Results and Discussion:  

 Pancreatic cancer cell lines exhibit circadian rhythms 

 To investigate the circadian rhythm in pancreatic cancer cell lines, PANC-1 and MIA 

PaCa-2 were used as representatives for pancreatic cancer. After the cancer cell lines were 

reset and synchronized by dexamethasone to initiate the same phase of the circadian rhythm, 

a 48-hour time course cell collection and RT-qPCR measurement were performed (Figure 1). 

The expression of PER2 and BMAL1 that represented core clock genes were observed. 

According to our data and the Cosinor Analysis, PANC-1 and MIA PaCa-2 showed circadian 

oscillation. In PANC-1, BMAL1 and PER2 are expressed with circadian rhythmic and anti-

phasic oscillation (PER2 has a P-value = 0.00732; BMAL1 has a P-value = 0.36536) (Figure 

2A). Similarly, in MIA PaCa-2, BMAL1 and PER2 were expressed with circadian rhythms 

and exhibited anti-phasic oscillation (PER2 has P-value = 0.10868, BMAL1 has P-value = 

0.16951), but BMAL1 exhibited early phase approximately 4 hours compare with PER2 phase 

(Figure 2B). Thus, PANC-1 and MIA PaCa-2 express the circadian rhythms. These suggest 

that the circadian clock exist in the pancreatic cancer cells in vitro and may regulate many 

intact cellular processes such as cell cycle events, cell proliferation, DNA repair, and 

metabolism processes found in the pancreas11. 
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Figure 1. Diagram of experiment showing the protocol for preparing the sample to 

investigate the circadian rhythm in PDAC cell lines. The cells were collected every 4 hours 

until 48 hours after synchronization with 1 mM dexamethasone to analyse PER2 and BMAl1 

expression by qRT-PCR. 

 

            

Figure 2. Expression of circadian clock genes in PANC-1 and MIA PaCa-2 from a 48-hour 

time course RT-qPCR. (A) PER2 and BMAL1 gene expression of PANC-1 and (B) PER2 and 

BMAL1 gene expression of MIA PaCa-2. The redrawn trace of PER2 and BMAL1 genes 

expression is shown as red and blue lines, respectively. These non-linear regression graphs 

were retrieved by Cosinor analysis. 

 

Different timing of the drug treatment affects the drug sensitivity 

 According to the rhythmicity present in PANC-1 and MIA PaCa-2, the effects of 

different timing to the chemotherapeutic drugs sensitivity of pancreatic cancer cells were 

investigated. According to the data from Figure 2, the time points that expressed the highest 

and lowest of PER2 expression were selected for the chemotherapeutic drug treatment. 

PANC-1 and MIA PaCa-2 exhibited the circadian rhythm of which PER2 and BMAL1 

expressed the rhythmicity that varies at different time. In both cell lines, PER2 has the 

highest expression at 28 hours and the lowest expression at 16 hours and 40 hours post 

synchronization, respectively. The cells at 16 hours, 28 hours, and 40 hours after 

synchronization were then treated with oxaliplatin, and the cell viability was assessed by the 

MTT assay (Figure 3). We found that the IC50 at 28 hours was significantly decreased more 
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than 5-fold compared with IC50 at 16 hours in PANC-1 (Figure 4A). Similarly, in MIA PaCa-

2, the IC50 at 28 hours was significantly decreased more than 2-fold compared with the IC50 

at 16 hours (Figure 4B). The time point that coincides with the highest expression of PER2 

exhibited more sensitivity of the drug than the time point with the lowest expression of PER2. 

This finding indicates that different timing of drug treatment affects drug sensitivity.  

 

 

Figure 3. Diagram showing the experimental protocol for investigating the effect of different 

time treatments on drug sensitivity. Following the expression of PER2 and BMAL1, the cells 

were treated with oxaliplatin at 16 hours (A), 28 hours (B), and 40 hours (C) after 

dexamethasone synchronization. The MTT assay was used for cell viability measurement. 

 

 

Figure 4. Different timing of drug treatment affects drug sensitivity. IC50 values of 

oxaliplatin between timepoint 16 hours (violet), 28 hours (red), and 40 hours (blue) after 

dexamethasone synchronization in PANC-1 (A) and in MIA PaCa-2 (B). The statistical 

analysis was tested by student’s t-test. The error bar represented the mean ± standard 

deviation (SD) of three independent experiments. *P < 0.05, **P < 0.01, ***P < 0.001, and 

****P < 0.0001 indicated statistically significant and ns indicated not significant.  
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The sensitivity of the chemotherapy drug, oxaliplatin, to pancreatic cancer cell lines 

increases at the phase with the highest expression of PER2 (and the lowest of BMAL1) 

compared with the time point at the lowest expression of PER2 (and the highest of BMAL1). 

Our work has suggested that anticancer drug sensitivity varies with the cellular circadian time 

and the expression of clock genes that is in agreement with previous reports that many 

pharmaceutical and anticancer drugs have cellular targets that are circadian-controlled12,13. 

When PER2 expression peaks, CRY protein is expressed at the lowest and may affect other 

genes that involve cell survival, cell cycle, or cell proliferation in decreased efficiency, 

resulting in more response to the drug treatment. A recent report has shown that 

pharmacological inhibition of CRY can improve cellular responses in cisplatin-treated 

osteosarcoma in vitro14. On the other hand, there is a report in colorectal cancer cells that 

BMAL1 overexpression can inhibit cell proliferation and increase the sensitivity of cancer 

cells to oxaliplatin9. Taken together, several lines of evidence have shown that the response 

of cancer cells to the chemotherapy drug is specific and dependent upon types of cancer and 

the mechanisms of which chemotherapeutic drugs target. Therefore, thorough investigations 

of timing of chemotherapy and pharmacological modulation of circadian clock targets may 

provide optimal conditions that improve tissue tolerance and tumor toxicity for cancer 

treatment.  

 

Conclusion:  

 In this study, PANC-1 and MIA PaCa-2 exhibit circadian rhythmicity after 

synchronization in vitro, which was observed by the rhythmic expression of clock genes 

PER2 and BMAL1. Expression of PER2 showed the highest expression at 28 hours and the 

lowest expression at 16 hours and 40 hours post synchronization by dexamethasone 

treatment. After the cells were treated with oxaliplatin and measured by the MTT assay, IC50 

values of timepoint at 28 hours was statistically decreased when compared with those of 16 

hours and 40 hours in both cell lines. Our results show that the cellular circadian rhythms 

affect chemotherapeutic drug sensitivity suggesting that the anticancer drug sensitivity can be 

timely modulated as a result of molecular processes of the circadian clock. Therefore, 

modulation of circadian clock gene expression and protein activity may represent an 

alternative approach to chronotherapy for treating pancreatic cancer. 
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Abstract:  
Multiple myeloma (MM) is a hematological malignancy that is characterized by uncontrolled 

clonal proliferation, which can cause the failure of bone marrow, causing other relevant organ 

dysfunctions. Bortezomib is the treatment for first-line therapy but nowadays some patients 

are resistant to bortezomib leading to relapse and becoming refractory to the treatments. A 

previous study showed that MM patients, who are resistant to bortezomib, have CD47 

overexpression, resulting in inhibition and suppression of the anti-tumor activity of immune 

responses. Hence, blocking the CD47 signaling pathway has been proposed for cancer 

immunotherapy. Thus, this study aims to determine CD47 expression on MM.1S which is the 

cell line in MM, and to investigate the effect of the combination treatment of anti-CD47 

antibody (magrolimab) and bortezomib enhances its anti-cancer effect against MM cells. 

Firstly, the CD47 expression of MM.1S is 97.41.87% when compared with the isotype 

control. Thus, our result revealed that MM.1S has a high-level expression of CD47. 

Secondly, the cytotoxicity of bortezomib to MM.1S was investigated to obtain the 

appropriate concentration. The CC50 is equal to 7.426 and 3.714 nM for 24 and 48 hours after 

the treatment. Furthermore, the effect of the combination treatment was determined. The 

combination treatment of 34.25-M magrolimab and 3.125-nM bortezomib dramatically 

decreased MM.1S cell viability to 4.8162.30% compared to the non-treatment control 

(100%), bortezomib alone (89.473.49%), and magrolimab alone (94.458.27%).   

Moreover, the combination treatments can enhance MM cell death by sensitizing MM.1S 

cells to the effect of bortezomib, suggesting that magrolimab has a chemosensitization effect. 

In conclusion, our findings supported that the combination treatment of anti-CD47 antibody 

and bortezomib could be an effective alternative cancer treatment for MM patients. 

 

Introduction: 

Multiple myeloma (MM) is a hematological malignancy that is characterized by the 

uncontrolled clonal proliferation of malignant plasma cells in the bone marrow. The 
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malignant plasma cells secrete abnormal antibodies called monoclonal proteins (M-proteins) 

which can be detected in the blood and urine of patients with multiple myeloma. In addition, 

M-proteins can inhibit the production of normal blood cells and antibodies. Multiple 

myeloma can cause bone marrow failure or osteolytic lesions leading to other organ 

dysfunctions for instance hypercalcemia, renal failure, anemia, and immune paresis with 

resulting infection. [1] However, the cause of multiple myeloma has not been clearly studied. 

Many countries in Asia, particularly China, Japan, South Korea, Taiwan, and Thailand, have 

higher incidences than other regions. [2] Especially, the incidence of MM in Thailand ranks 

third among hematologic malignancies. [3] Currently, there are various therapeutics for 

patients with multiple myeloma such as standard chemotherapy, proteasome inhibitors (PIs), 

immunomodulatory drugs (IMiDs), and autologous transplantation, which aim to improve the 

outcomes and expand overall survival [4].  Bortezomib is a member of proteasome inhibitors, 

which is the first-line therapy that has been shown to improve the outcomes of the patients, 

however the acquired resistant to bortezomib has been increasingly reported resulting in 

relapse and becoming refractory to the standard treatments [5].  

Interestingly, the previous report has shown that MM patients who are resistant to 

bortezomib have Cluster of Differentiation 47 (CD47) overexpression on the cell surface of 

cancer cells. [6] However, neither an underlying mechanism of CD47 overexpression in those 

patients nor the direct effect of bortezomib on CD47 expression has been reported currently. 

CD47, an integrin-associated protein (IAP), plays an important role in the immune escape 

mechanism of cancer cells by binding to signal regulatory protein- (SIRP) which is 

expressed on macrophages resulting in the activation of the “don’t eat me” signal. The 

binding causes the inhibition of cancer cell death and suppression of the phagocytosis activity 

of macrophages leading to the inability to engulf and kill cancer cells. [7] Thus, blocking the 

CD47 signaling pathway has been proposed as the target for tumor immunotherapy to 

enhance the anti-tumor activity.  

Immunotherapy is an alternative treatment that can improve the efficacy and 

specificity to extend the overall survival of patients. The monoclonal antibodies (mAbs) are 

typically used in cancer patients. There are many mAbs for treatment with MM patients by 

targeting the specific proteins on MM cells. Hu5F9-G4 or Magrolimab, a humanized IgG4 

antibody targeting CD47 expression, was the first used in humans (Phase I clinical trial). In 

preclinical in vivo models, magrolimab has shown potent antitumor activity in MM patients 

and can inhibit tumor cell growth in human tumor xenograft models. [8] In this study, we 

hypothesized that myeloma cells have high CD47 expression levels. So, the blockade of the 

CD47 signaling pathway by anti-CD47 antibody may enhance the anti-tumor activity against 

myeloma cells when combined with bortezomib. The expression level of CD47 on MM.1S 

cancer cell surface was investigated and tested whether the combination treatment of anti-

CD47 antibody (magrolimab) and bortezomib could provide the synergistic effects to 

enhance MM cell death. Our findings support the combination treatment as a promising 

therapeutic strategy for MM treatment.  

 

Methodology:  

Cell line and cell culture condition 

MM.1S, a multiple myeloma cell line was used in this study which was kindly 

acquired from Prof. Seiji Okada, Division of Hematopoiesis, Joint Research Center for 

Human Retrovirus Infection, Kumamoto University. The cell was cultured in RPMI-1640 

media supplemented with 10% fetal bovine serum (10% FBS) (Gibco, Thermo Fisher 

Scientific, MA, USA), 2 nM of L-glutamine (Gibco, Thermo Fisher Scientific, MA, USA), 

and penicillin-streptomycin (Gibco, Thermo Fisher Scientific, MA, USA). The cell was 
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cultured at 37C, 5% CO2 incubator, and sub-cultures at every 3-day interval or when it 

reached 80-90% confluence. The MM.1S characteristic is represented in Table 1. 

 

Table 1. The characteristics of MM.1S. 

Cell line Phenotypes 

MM.1S B lymphoblast cell that was isolated from 

the peripheral blood of a Black, 42-year-old, 

female patient with immunoglobulin A 

lambda myeloma. (ATCC) 

 

Determination of CD47 expression on MM.1S 

Flow cytometry was performed to obtain CD47 expression on MM.1S. The cells were 

harvested approximately 105 cells per reaction. CD47 protein expression was detected by 

staining with anti-Human CD47 (eBioscience, California, USA) and IgG1 (ImmunoTools, 

Friesoythe, Germany) as an isotype control at the dilution of 1:50 with 2% FBS in 1X of 

phosphate-buffered saline (1X PBS) and incubated on ice for 30 minutes in the dark 

environment. The stained cells were washed twice with 2%FBS in 1X PBS and subsequently 

analyzed by CytoFLEX flow cytometry. (Beckman Coulter, CA, USA) 

 

Determination of the cytotoxicity of bortezomib on MM.1S 

To determine the cytotoxicity of Bortezomib (Selleckchem, Japan) to MM.1S. The 

cells were seeded into 96-well plates (2x104 cells per well) with RPMI-1640 media 

supplemented with 10% FBS, 2 nM of L-Glutamine, and penicillin streptomycin. Then, 

bortezomib in different concentrations (1.56, 3.125, 6.25, 12.5, 25, and 50 nM) was added 

and incubated for 24 and 48 hours, at 37C, 5% CO2 incubator. After the indicated times, 

PrestoblueTM reagent 10 μL per well was added to strain viable cells. The changes of the 

reagent color were measured at the absorbance of 570 and 595 nM by using a microplate 

reader. The percentage of cell viability was calculated and compared with the untreated 

control (set as 100%). Then, the half-maximal cytotoxicity concentration (CC50) of each cell 

was analyzed using linear regression. 

% Cell viability = [(OD570-OD595)test - (OD570-OD595)control] x 100 

Investigation of the anti-tumor activity of the combination treatment of anti-CD47 

antibody and bortezomib against MM cell line 

MM.1S was plated into 96-well plates with approximately 2x104 cells per well with 

complete-RPMI-1640 media. The conditions of treatment were added and incubated for 24 

hours at 37C, 5% CO2 incubator. After the indicated time, the percentage of cell viability 

was analyzed by PrestoblueTM reagent as aforementioned. The treatment conditions consist of 

two parts including a single treatment which is 34.25 M of magrolimab (Selleckchem, 

Japan) or 3.125 nM of bortezomib. The second treatment is a combination treatment which is 

34.25 M of magrolimab combined with 3.125 nM of bortezomib. 

 

Statistical analysis 

All statistical analyses were conducted using GraphPad Prism5 software (GraphPad 

Software, Inc., San Diego, CA, USA) and Scikit (Python). Each experiment in this study was 

conducted in three independent experiments (n=3) and the data were expressed as mean ± 
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standard error of the mean (SEM). The independent-sample t-test (performed in comparing 

CD47 expression on MM.1S) and one-way ANOVA with post hoc Tukey-HSD test 

(performed in comparing the %cell viability in the control and the combination treatment) 
were used to analyze the statistical comparison of the data. All bar graphs show the error bars 

of the standard error of the mean (SEM). A p-value less than 0.05 was considered statistically 

significant.  

 
Results and Discussion:  

CD47 expression on MM.1S 

To investigate CD47 expression on MM.1S. The cells were collected and stained with 

the antibody as aforementioned in the material and method. Flow cytometry was performed 

to determine the level expression of CD47 and the flow cytometry gating strategy shown in 

Figure A. The results are represented in the histogram (Figure 1A) and the bar graph (Figure 

1B) demonstrating 97.41.87% of MM.1S were CD47 positive cells. Thus, the results 

indicated that MM.1S has a high-level expression of CD47 similar to the previous report that 

showed the CD47 expression on MM.1S is higher than other cell lines such as H929 and 

U266 [9]. Indeed, CD47 is a potential prognosis marker based on its correlation with the 

disease progression and aggressiveness of MM which leads to unfavorable prognoses and 

worse clinical outcomes. [10] The previous report represented that MM patients with high 

CD47 expression had shorter progression-free survival and overall survival than those with 

low expression of CD47. [11] Hence, CD47 is an interesting target and the blockade of CD47 

could be a potential therapeutic. 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.  MM.1S has a high level of CD47 expression was represented as %positive cells 

in the histogram (A) and the bar graph (B) by flow cytometry when compared with the 

isotype control (IgG1). (*** indicates p<0.001 obtained from independent-sample-t-test) 
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Bortezomib cytotoxicity to MM.1S 

 MM.1S cells were treated with various concentrations of bortezomib including 1.56, 

3.125, 6.25, 12.5, 25, and 50 nM, and incubated for 24 and 48 hours. After the indicated 

times, the cell viability was monitored and calculated to the percentage of cell viability 

(%cell viability) relative to non-treatment control (cells treated with drug diluent, DMSO). 

The results have demonstrated that the %cell viability of MM.1S decreased in a dose and 

time-dependent manner. (Figure 2A) The half-maximal cytotoxic concentration (CC50) was 

analyzed by non-linear regression. The results revealed the CC50 of bortezomib for 24 and 48 

hours are 7.426 and 3.714 nM , respectively. Thus, our study demonstrated that bortezomib 

can affect MM.1S cell death. Bortezomib is a proteasome inhibitor so it can cause cancer cell 

death by its ability to bind at the proteasome subunit 5 (5) for inhibition of proteasome 

activity leading to misfolded protein accumulated in the endoplasmic reticulum (ER) and then 

ER stress [5].  Consequently, interrupting the cell cycle leads to the accumulation of 

proapoptotic signals which triggers the apoptotic signaling pathway. In addition, it can also 

inhibit transcription factor nuclear factor-B (NF-B) pathway activation. [12] The previous 

studies reported that bortezomib resistance can develop in MM patients after receiving 

bortezomib for a while, also known as acquired resistance, and frequently occurs in MM. It is 

strongly associated with relapsed and refractory. [5]  
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The combination treatment of anti-CD47 antibody and bortezomib to eliminate MM.1S 

 Due to CD47 overexpression is frequently found in MM patients who are resistant to 

bortezomib. Therefore, we hypothesized that the combination treatment of bortezomib with 

anti-CD47 antibody (magrolimab) would provide the synergistic effect. MM.1S cells were 

treated with four conditions of treatment including the diluent alone (DMSO), single 

treatment of 34.25 M of magrolimab or 3.125 nM of bortezomib, and a combination 

Figure 2.  The cytotoxicity of bortezomib on MM.1S is determined by PrestoblueTM 

reagent. The percentage of cell viability was calculated relative to the diluent control 

(DMSO), %cell viability was decreased in a dose and time-dependent manner. (Figure 

2A) Moreover, the half-maximal cytotoxic concentration (CC50) values using non-linear 

regression represented that CC50 equals 7.426 and 3.714 nM for 24 and 48 hours, 

respectively.  (Figure 2B) 
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treatment of 34.25 M of magrolimab combined with 3.125 nM of bortezomib. The results 

revealed that the combination treatment had the most potential effect to reduce the % cell 

viability of MM.1S to 4.8162.30% which is higher than that of the bortezomib alone 

(89.473.49%) and magrolimab alone (94.458.27%)  (Figure 3) Hence, our study 

demonstrated the synergistic effect of the combination treatment of anti-CD47 antibody and 

bortezomib to enhance MM.1S cell death.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In accompanied with the previous report, the combination of anti-CD47 monoclonal 

antibody (B6H12) at 10 μg/ml and the chemotherapeutic drugs doxorubicin or cisplatin 

significantly improved the anti-tumor effect on inhibiting the growth of hepatocellular 

carcinoma cells (HCC) [13]. Moreover, they found that this sensitization effect was 

independent on the macrophage phagocytosis role in CD47 and suggested that it was 

involved in the anti-CD47 antibody that inhibited the growth of HCC by chemosensitization 

effect via blocking of CTSS/PAR2 signaling pathway which is associated with the activation 

of cancer cell death. [13] [14] CD47 role in promoting tumor growth has been reported via 

two main mechanisms. Firstly, they activated the antiapoptotic activity of TNF--inducible 

protein 8 (TNFAIP8) leading to inhibiting caspase-8 and of caspase-3 activation. [15] 

Secondly, NF-B activation induces the cathepsin S (CTSS), a proteasome and a ligand for 

protease-activated receptor 2 (PAR2), resulting in the activation of PAR2. Additionally, 

PAR2 promotes tumor-initiating cells (TICs) which can be highly self-renewable and 

chemoresistance resulting in high development of cancer cell growth via activation 

PI3K/AKT. (Figure 4A) [16] [17] [18]. Hence, the blockade of CD47 activity by anti-CD47 

antibody leads to the reduction of the NF-B and TNFAIP8 activations resulting in 

enhancing the cancer cell apoptosis. Accordingly, the combination treatment of anti-CD47 

antibody and bortezomib might improve the sensitivity of myeloma cells to bortezomib via 

CD47 blockade which disturbed the anti-apoptotic activity. This could enhance bortezomib 

effect on promoting ER stress, suppressing NF-B activity by stabilizing the inhibition IB 

[19] resulting in the suppression of cancer cell growth and proliferation. Therefore, the 

combination treatment showed more anti-tumor effects than the single treatment which is 

anti-CD47 alone or bortezomib alone. (Figure 4B) 

Figure 3.  The combination of anti-CD47 antibody and bortezomib can enhance MM.1S cell 

death by sensitizing MM.1S cells to the effect of bortezomib via CTSS/PAR2 signaling 

pathway suggesting that magrolimab has a chemosensitization effect. (* and **** indicates 

p<0.05 and p<0.0001, respectively obtained from one-way ANOVA with post hoc Tukey-

HSD test). 
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Figure 4. The schematic represents the mechanism of the combination treatment to enhance 

myeloma cell death.  Normally, cancer cells/drug-resistant cells have CD47 overexpression 

leading to the activation of the NF-B signaling pathway resulting in the induction of two 

pathways which are CTSS/PAR2 and TNFAIP8 to increase the growth of the tumors and drug 

resistance. So, bortezomib cannot affect the cancer cell death. (Figure 4A) In addition, the 

combination treatment enhanced MM cell death by anti-CD47 antibody block CD47 signaling 

pathway leading to reduce the NF-B, CTSS/PAR2 and TNFAIP8 signaling pathway. 

Consequently, MM cell death was increased by the effect of bortezomib via the inhibition of 

the proteasome activity. (Figure 4B)  

 

 

Conclusion:  

 This study demonstrated that the potential of combination treatment of an anti-CD47 

antibody (magrolimab) and bortezomib on enhancing myeloma cell death. Our findings 

supported the use of the bortezomib-based combinational therapy with the anti-CD47 

antibody which may be an alternative treatment for MM patients to improve the outcomes 

and expand the survival rate of the patients. 

 

 

189



   
 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

Acknowledgements:  

 This study was supported by Cell Engineering for Cancer Therapy Research Group, 

Chiang Mai University. We would like to express gratitude to the Development and 

Promotion of Science and Technology (DPST) and also sincerely thank the Siriraj Center of 

Research Excellence for Cancer Immunotherapy (SiCORE-CIT), Faculty of Medicine Siriraj 

Hospital, Mahidol University and Department of Medical Technology, Faculty of Associated 

Medical Sciences, Chiang Mai University, and Division of Hematopoiesis, Joint Research 

Center for Human Retrovirus Infection, Kumamoto University for the access of facilities and 

the equipment. 

 

References: 

1. Bird, S. A., & Boyd, K. (2019). Multiple myeloma: an overview of management. 

Palliat Care Soc Pract, 13, 1178224219868235. 

2. Kumar, S. K., Rajkumar, V., Kyle, R. A., van Duin, M., Sonneveld, P., Mateos, M.-

V., Gay, F., & Anderson, K. C. (2017). Multiple myeloma. Nature Reviews Disease 

Primers, 3(1), 17046.  

3. Jirabanditsakul, C., Dakeng, S., Kunacheewa, C., Y, U. P., & Owattanapanich, W. 

(2022). Comparison of Clinical Characteristics and Genetic Aberrations of Plasma 

Cell Disorders in Thailand Population. Technol Cancer Res Treat, 21, 

15330338221111228.  

4. Rajkumar, S. V., & Kumar, S. (2020). Multiple myeloma current treatment 

algorithms. Blood Cancer Journal, 10(9), 94.  

5. Kozalak, G., Bütün, İ., Toyran, E., & Koşar, A. (2023). Review on Bortezomib 

Resistance in Multiple Myeloma and Potential Role of Emerging Technologies. 

Pharmaceuticals (Basel), 16(1).   

6. Yue, Y., Cao, Y., Wang, F., Zhang, N., Qi, Z., Mao, X., Guo, S., Li, F., Guo, Y., Lin, 

Y., Dong, W., Huang, Y., & Gu, W. (2022). Bortezomib-resistant multiple myeloma 

patient-derived xenograft is sensitive to anti-CD47 therapy. Leuk Res, 122, 106949. [6 

7. Maute, R., Xu, J., & Weissman, I. L. (2022). CD47-SIRPα-targeted therapeutics: 

status and prospects. Immunooncol Technol, 13, 100070.  

8. Sikic, B. I., Lakhani, N., Patnaik, A., Shah, S. A., Chandana, S. R., Rasco, D., 

Colevas, A. D., O'Rourke, T., Narayanan, S., Papadopoulos, K., Fisher, G. A., 

Villalobos, V., Prohaska, S. S., Howard, M., Beeram, M., Chao, M. P., Agoram, B., 

Chen, J. Y., Huang, J., . . . Padda, S. K. (2019). First-in-Human, First-in-Class Phase I 

Trial of the Anti-CD47 Antibody Hu5F9-G4 in Patients With Advanced Cancers. J 

Clin Oncol, 37(12), 946-953.   

9. Sun, J., Muz, B., Alhallak, K., Markovic, M., Gurley, S., Wang, Z., Guenthner, N., 

Wasden, K., Fiala, M., King, J., Kohnen, D., Salama, N. N., Vij, R., & Azab, A. K. 

(2020). Targeting CD47 as a Novel Immunotherapy for Multiple Myeloma. Cancers 

(Basel), 12(2).  

10. Muz, B., Azab, F., de la Puente, P., Landesman, Y., & Azab, A. K. (2017). Selinexor 

Overcomes Hypoxia-Induced Drug Resistance in Multiple Myeloma. Transl Oncol, 

10(4), 632-640.  

11. Rastgoo, N., Wu, J., Liu, A., Pourabdollah, M., Atenafu, E. G., Reece, D., Chen, W., 

& Chang, H. (2020). Targeting CD47/TNFAIP8 by miR-155 overcomes drug 

resistance and inhibits tumor growth through induction of phagocytosis and apoptosis 

in multiple myeloma. Haematologica, 105(12), 2813-2823.  

12. Ito, S. (2020). Proteasome Inhibitors for the Treatment of Multiple Myeloma. 

Cancers, 12(2), 265.  

190



 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

13. Kozalak, G., Bütün, İ., Toyran, E., & Koşar, A. (2023). Review on Bortezomib 

Resistance in Multiple Myeloma and Potential Role of Emerging Technologies. 

Pharmaceuticals (Basel), 16(1).   

14. Lee, T. K., Cheung, V. C., Lu, P., Lau, E. Y., Ma, S., Tang, K. H., Tong, M., Lo, J., & 

Ng, I. O. (2014). Blockade of CD47-mediated cathepsin S/protease-activated receptor 

2 signaling provides a therapeutic target for hepatocellular carcinoma. Hepatology, 

60(1), 179-191.   

15. Rastgoo, N., Wu, J., Liu, A., Pourabdollah, M., Atenafu, E. G., Reece, D., Chen, W., 

& Chang, H. (2020). Targeting CD47/TNFAIP8 by miR-155 overcomes drug 

resistance and inhibits tumor growth through induction of phagocytosis and apoptosis 

in multiple myeloma. Haematologica, 105(12), 2813-2823.  

16. Lo, J., Lau, E. Y., So, F. T., Lu, P., Chan, V. S., Cheung, V. C., Ching, R. H., Cheng, 

B. Y., Ma, M. K., Ng, I. O., & Lee, T. K. (2016). Anti-CD47 antibody suppresses 

tumour growth and augments the effect of chemotherapy treatment in hepatocellular 

carcinoma. Liver Int, 36(5), 737-745.  

17. Smyth, P., Sasiwachirangkul, J., Williams, R., & Scott, C. J. (2022). Cathepsin S 

(CTSS) activity in health and disease - A treasure trove of untapped clinical potential. 

Molecular Aspects of Medicine, 88, 101106.  

18. Hua, J., Zhuang, G., & Qi, Z. (2021). Current research status of TNFAIP8 in tumours 

and other inflammatory conditions (Review). Int J Oncol, 59(1), 46.  

19. Hideshima, T., Richardson, P., Chauhan, D., Palombella, V. J., Elliott, P. J., Adams, 

J., & Anderson, K. C. (2001). The proteasome inhibitor PS-341 inhibits growth, 

induces apoptosis, and overcomes drug resistance in human multiple myeloma cells. 

Cancer Res, 61(7), 3071-3076.  

 

 

191



 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

THE EFFECT OF Amt2 AND Dur3 GENES IN TRANSMIGRATION PROCESS OF 

Cryptococcus neoformans  

Sainamthip Rangdist1, Natchaya Pakdeesiriwong1, Ekkasit Kanklang1, Chompunoot 
Wangboon1, Watsana Penkhrue1, Angela gelli2, Mantana Jamklang1*  
1School of Preclinical Sciences, Institute of Science, Suranaree University of Technology, 

Nakhon Ratchasima 30000, Thailand 
2Department of Medical Pharmacology and Toxicology, University of California, California 

95616-8635, United States of America 

*e-mail: mjamklang@sut.ac.th 

 

Abstract:  

 Cryptococcus neoformans (Cn) is an encapsulated yeast that causes serious central 

nervous system infection in immunocompromised individuals, particularly cryptococcal 

meningitis (CM). This condition suggests that the fungus is capable of crossing the blood-

brain barrier (BBB). Nitrogen sources are crucial for fungal pathogenicity, as they support 

both survival under adverse conditions and the development of processes necessary for 

disease, such as promoting transmigration. Our preliminary results indicated high expression 

levels of ammonium and urea transporter genes during transmigration, prompting a focus on 

these genes in this study which aimed to evaluate the BBB transmigration capability of Cn 

strains deficient in the ammonium transporter gene (amt2∆ mutant) and the urea transporter 

gene (dur3∆ mutant) using an in vitro model. Results showed that the absence of the Amt2 

gene significantly decreased the transmigration ability, while the absence of the Dur3 gene 

did not affect Cryptococcus neoformans's ability to cross the brain compared to the wild-type 

strain (H99). In conclusion, the Amt2 gene likely plays a crucial role in the transmigration of 

Cn across the BBB. This gene may be essential for obtaining the nutrients needed for the 

fungus to survive and move through human brain endothelial cells. On the other hand, the 

Dur3 gene does not appear to be directly involved in the transmigration process. Nonetheless, 

both genes are important for the overall virulence and adaptability of Cn, affecting its ability 

to cause infections in the central nervous system (CNS). 

 

Introduction:  
 Opportunistic invasive fungal infections are becoming a problem of concern for the 

national health systems worldwide, especially in the patients with HIV/AIDS, cancer patients, 

or organ transplant recipients1. Human fungal pathogens, including Candida, Aspergillus, and 

Cryptococcus, can cause mortality rates up to 90% in immunocompromised patients2. In 

2022, the World Health Organization (WHO) Fungal Priority Pathogens List (FPPL) 

identified Cryptococcus neoformans as the top fungal pathogen in the critical priority group. 

This pathogen is associated with a mortality rate ranging from 41% to 61% in cases of 

cryptococcosis3. Globally approximately 1 million cases of cryptococcosis are reported each 

year resulting in 625,000 deaths4. Cryptococcus spp. is commonly found in the environment 

such as soil, pigeon dropping and, in the trunks of eucalyptus trees5. Cryptococcal infections 

start with the inhalation of desiccated yeasts or basidiospores, which then enter the lungs and 

cause pulmonary cryptococcosis. The infection can disseminate and invade the CNS, leading 

to cryptococcal meningitis (CM)6. CM occurs when Cryptococcus neoformans (Cn) uses a 

specific strategy to traverse host barrier or BBB which plays an important role to transport 

nutrients and prevent the uptake of neurotoxins or pathogens into the brain7. There are three 

mechanisms that Cn can transmigrate across the BBB including paracellular, transcellular and 

Trojan horse mechanism8. In 2010, Shi et al. reported that Cn can alter its morphology to an 
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ovoid shape when it becomes trapped in the brain capillaries during a mouse brain infection9. 

The morphological change of Cn is induced by nutrient sensing as nitrogen source which 

plays an important role in regulating fungal dimorphism leading pseudohyphae10.  
 Our preliminary RNA sequencing data of Cn during hCMEC/D3 infection showed 

that the ammonium transporter gene and the urea transporter gene were upregulated by 1.98-

fold and 1.47-fold, respectively, during Cn transmigration. First, the ammonium transporter 

gene is regulated by a family of proteins that includes Amt (ammonium permeases), Mep 

(methyl-ammonium permeases), and Rh (human Rhesus proteins)11. This protein family 

regulates morphological changes and is primarily found in pathogenic fungi, including 

Saccharomyces cerevisiae, Candida albicans, and Cn12. The Mep2 protein in Saccharomyces 

cerevisiae has been identified as a crucial sensor for the development of filamentous 

structures13. Evidence shows that strains of Cn lacking Amt1 and Amt2 genes do not exhibit 

invasive growth and fail to develop pseudohyphae14. For the urea transporter, is a key protein 

involved in the transport of urea with a dual transport mechanism including active and 

passive transport15. Urea induces the dimorphism of Candida albicans through Dur1, Dur2, 

and Dur3, which are crucial for resisting innate host immunity, although the exact 

mechanism remains unclear.16 Moreover, several studies have shown that the Ure1 gene, 

which encodes urease in Cn, facilitates trapping, transmigration, and replication within the 

brain17-18. However, these genes are crucial in determining the physiological and virulence 

characteristics of Cn. Consequently, they influence its ability to transmigrate through the 

brain and contribute to the development of cryptococcosis. Therefore, this study aimed to 

investigate how the deletion of the Amt2 and Dur3 genes in Cn affects their transmigration in 

an in vitro model. 

 

Methodology:  

Yeast strains and cell lines 

 The C. neoformans strains were used in this study including strains H99 (serotype A, 

wild-type), dur3∆ mutant (07448; Urea transporter) and the amt2∆ mutant (04758; 

Ammonium transporter). Cryptococcus strains have been constructed in the Hiten Madhani 

lab (UCSF, USA). All strains were kept at -80°C, cultured on YPD (Yeast Extract-Peptone-

Dextrose) agar and incubated at 30°C for 72 h. 

 In the in vitro model of the BBB, the immobilized human cerebral microvascular 

endothelial cell line (hCMEC/D3) line was used for BBB model. The cells were purchased 

from the American Type Culture Collection (ATCC) and provided from Asst. Prof. Dr. 

Oratai Weeranantanapan (Suranaree University of Technology, Thailand). The hCMEC/D3 

cells were seeded on a collagen-coated culture flask until the cell were grown to confluence 

in EBM-2 medium with growth factors and antibiotic (gentamicin and amphotericin B) at 

37°C in an atmosphere of 5% CO2. 

 

Yeast culture media 

 Yeast Extract-Peptone-Dextrose broth (YEPD broth) medium and Potato Dextrose 

agar (PDA) medium (Himedia, India) were sterilized using an autoclave, at 121°C for 15 

minutes (at a pressure of 15 psi). 

 

Cell culture media 

 Endothelial cell basal medium-2 (EBM-2) and growth factors were purchased from 

Lonza (Walkersville, MD, USA). The complete growth medium was prepared by adding 

growth factors (25 mL of Fetal bovine serum (FBS), 0.2 mL of hydrocortisone, 2 mL of 

Human fibroblastic growth factor-basic (hFGF-B), 0.5 mL of vascular endothelial growth 

factor (VEGF), 0.5 mL of Recombinant long R insulin-like growth factor-1 (R3IGF-1), 0.5 
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mL of ascorbic acid, 0.5 mL of Human epidermal growth factor (hEGF), and 0.5 mL of 

Gentamicin Sulfate-Amphotericin-B (GA-1,000)) into 500 mL of basal medium as 1X EBM-

2. The complete medium was stored at 4°C before being used in the experiments. 

 

Transcytosis assay in the in vitro model of the BBB 

 The hCMEC/D3 was used for the transcytosis assay with the passage of less than 35. 

The in vitro static monolayer model consisted of a transwell apparatus with the lower 

chamber (abluminal side) and the upper chamber (luminal side) separated by a porous 

membrane with a collagen-coated (8 µm; Corning). 1 x 104 cells of hCMEC/D3 were added 

on the upper chamber and were cultured for approximately 2 weeks at 37°C and 5% CO2. 

During the incubation, the medium was changed from 1 to 0.5 and 0.25 strength every 3-4 

days before the assay. The lower-strength medium containing growth factors was reduced for 

the cells to differentiate, and the tight junction proteins were completely formed. Before the 

transcytosis assay, the integrity of the monolayer was measured as the trans-endothelial 

electrical resistance measurement (TEER) value by an endothelial meter. The cryptococcal 

cells (1 x 106 cells) were added to the upper chamber and incubated for 24 h before collecting 

the migrated cryptococcal cells from the bottom chamber for CFU determination. 

 

Results and Discussion:  

Preliminary data from RNA sequence at the overall transcriptome of Cn  

 The overall transcriptome analysis of Cn during hCMEC/D3 infection revealed that 

the expression of certain genes is upregulated. The differentially expressed protein include 

SLC39; Solute Carrier Family39, NDC80; Kinetochore Protein NDC80, IDH2 ; L-iditol 2-

dehydrogenase, FRD; Fumarate reductase, TauD; Taurine catabolism dioxygenase TauD, 

UraP; Uracil permease, ACOX; Acyl-CoA Oxidase, UreaT; Urea transporter, PI; Plant-

inducible, TRPT; tRNA 2'-phosphotransferase, ICL; Isocitrate Lyase, NCS2; Nucleoside 

Transporter Family Member2, CB5; Cytochrome b5, SLC25 ; Solute Carrier Family25, PTEF 

or PTS; Phosphotransferase enzyme family, AMT; amt family ammonium transporter and 

OxR; Oxidoreductase. The amt family ammonium transporter gene and the urea transporter 

gene were emphasized in this study due to they are involved in the morphological changes of 

Cn. The transcriptome analysis of these two genes revealed a 1.98-fold upregulation of the 

ammonium transporter gene and a 1.47-fold upregulation of the urea transporter gene (Figure 

1). The involvement of these genes in morphological changes may be linked to the 

transmigration process, during which Cn undergoes morphological transformations to pass 

through the endothelial cells and achieve the brain  

 

The transmigration of C. neoformans across through the in vitro BBB model 

 The colony-forming units (CFUs) were counted to quantify and compare the ability of 

Cn to cross the blood-brain barrier (BBB) model. In this study, the cryptococcal free cells of 

the wild-type strain were measured at 8.36 × 105 ± 1.71 CFU/mL. In contrast, the amt2∆ and 

dur3∆ mutant strains showed reduced transmigration through the brain side, with counts 

decreasing to 2.26 × 105 ± 0.94 CFU/mL and 5.1 × 105 ± 1.2 CFU/mL, respectively (Figure 

2). In addition, the amt2∆ mutant strain showed a significant reduction in its ability to pass 

through the brain, while the dur3∆ mutant strain did not exhibit a significant decrease when 

compared to the wild-type strain (H99), as determined by an unpaired t-test (Mean ± SEM, n 

= 3, *p < 0.05) (GraphPad Prism). The disruption of Dur3 gene, however, decreased the 

ability to transmigrate through the brain. This result revealed that Amt2 gene affects the 
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transmigration process of Cn while Dur3 gene may not be directly responsible for 

transmigration process.  

 

Previous study reported that the Amt gene related with the ammonium signal that 

regulates fungal morphology by downstream signal transduction pathway10. There are Amt1 

and Amt2 gene that regulate the pseudohyphae generating but the amt2∆ mutant strains did 

not form invasive growth under the low ammonium conditions19. The Amt1 and Amt2 

transporters import the ammonia molecules into intracellular for growth and development. 

This ammonia act as a signaling molecule in nitrogen metabolism and play a crucial role in 

inducing capsule production of Cn20. While evidence linking specific nitrogen source to 

enhance transmigration through the BBB is limited, it is known that nitrogen molecules can 

influence the virulence factor of Cn, helping the fungus evade the host immune system and 

facilitating its penetration of the CNS8. Furthermore, Shi et al reported that Cn enable change 

morphological during direct transcytosis. Additionally, Dur3 is a urea transporter associated 

with yeast dimorphism, although its exact mechanism remains unclear16. Several studies have 

directly deleted genes related to the urease system, such as Ure1 and its three accessory 

proteins Ure4, Ure6, and Ure7. These deletions have been found to impact the efficiency of 

brain invasion. Therefore, the Dur3 gene, which is a urea transporter, is directly involved in 

the urea metabolism of yeast cells. For pathogenic microorganisms, urease hydrolyzes urea 

into ammonia and carbon dioxide, a critical virulence factor that neutralizes the acidic 

microenvironment. This process helps pathogens survive the harsh pH conditions within 

phagolysosome22. It has been reported that urease produces ammonia, which is toxic to 

mammalian cells and weakens the endothelial vessel walls. This weakening facilitates the 

fungal traversal of epithelial barriers and enhances the fungus's ability to invade the CNS23-24. 

However, this does not result in trapping within capillaries or growth within the CNS. 

Currently, the urease mechanism that introduce Cn to transmigrate into brain is still 

unknown, but it could involve the ammonia production or other nitrogenous products present 

in host plasma that increases the expression of adhesins on the endothelial cells and affect 

astrocytes leading to opening the tight junctions and weakening the integrity of the BBB25. 

These results suggest that the absence of the Amt2 gene affects the ammonium signaling that 

directly influences the morphological changes of Cn. In addition, the deletion of Dur3 gene is 

crucial for reducing the fungus’s ability to transmigrate, which may impact other virulence 

mechanisms and consequently influence the transmigration process. 

 

195



 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

 

Figure 1 The gene expression of Cn response to Human Brain Endothelial cells (D3). 
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Figure 2 CFU counting of cryptococcal cells in the in vitro model. 

 

Conclusion:  
 This study demonstrated that a deficiency in the Amt2 gene significantly reduces C. 

neoformans’s ability to transmigrate through the brain, whereas a deficiency in the Dur3 gene 

does not have a similar effect. Future research will investigate the mechanisms by which C. 

neoformans traverses the brain and explore how the deletion of the Amt2 and Dur3 genes 

may affect virulence factors in mutant strains. 
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Abstract:  

Human dermal fibroblasts (HDFs) are crucial cells located within the dermis layer of the 

skin. They play essential roles in epidermal proliferation, differentiation, and the formation of 

the cellular matrix by secreting various growth factors and cytokines, which are vital for 

maintaining skin health and function. Cordyceps militaris mycelium extract (CME) is widely 

used in both traditional and modern medicine due to its diverse therapeutic effects. However, 

the specific impact of CME, which contains adenosine and cordycepin, on the proliferation of 

human dermal fibroblast cells has not been fully clarified. In this study, we optimized the 

concentrations of CME, commercial adenosine, commercial cordycepin, and a mixture of 

adenosine and cordycepin (1:5 ratio) to proliferate HDFs cells without toxicity. We found 

that CME concentrations of 0.156 and 0.313 µM significantly increased HDFs cell 

proliferation by approximately 60% compared to untreated cells (p < 0.001). Our research 

suggests that CME has potential as a therapeutic agent for wound healing and angiogenesis. 

Its ability to enhance cell proliferation and promote vascular development makes it a 

promising candidate for future medical applications. 

Keywords: Cordyceps militaris, Adenosine, Cordycepin, Human dermal fibroblasts 

 

Introduction:  

According to the World Health Organization (WHO), approximately 75% of people 

worldwide rely on herbs and various traditional medical practices for treating diseases and 

maintaining health. The study of bioactive compounds in the past decades has enabled the 

extraction of substances from medicinal fungi, which are used as medications or as building 

blocks for several important pharmaceuticals still in use today1. Cordyceps militaris is one of 

the medical fungi  that contains bioactive compounds in both its mycelium and fruiting 

bodies, including adenosine, cordycepin, and polysaccharides2. These compounds have 

shown potential therapeutic applications in modern medicine, such as anticancer properties3, 
immune system enhancement, aging delay, resistance to viral and bacterial infections, 

energy-boosting, and wound healing properties4,5. Cordycepin, primarily present in C. 

militaris, has significant interest in recent years due to its exceptional health and therapeutic 

properties, particularly in cancer treatment6, and a new class anti-inflammatory agents7.  

Adenosine has been reported to enhance endothelial cell migration, tissue remodeling during 

the healing process, and proliferation, which is essential in the process of creating new blood 

vessels, also known as angiogenesis8. Furthermore, adenosine significantly aids in the 

complex process of new blood vessel formation by interacting with critical growth factors 

such as fibroblast growth factor-2 (FGF-2) and vascular endothelial growth factor-A (VEGF-
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A)9. In contrast to the pro-angiogenic effects of adenosine, numerous studies have 

demonstrated the anti-angiogenic properties of cordycepin and the mechanisms behind these 

effects10. Nevertheless, the impact of crude extracts from C. militaris, which contain both 

adenosine and cordycepin, on promoting or enhancing cell proliferation has not been 

explored in normal cells, such as primary human dermal fibroblast cells (HDFs). Fibroblasts 

are the most prevalent cell type in connective tissues throughout the body and are widely 

used in studies related to wound healing, tissue engineering, and regeneration. They play 

crucial roles in various biological processes, including acting as mediators during 

inflammatory responses and angiogenesis11. Despite the potential of crude extracts from C. 

militaris containing adenosine and high amounts of cordycepin to induce HDFs cell 

proliferation, this effect remains unknown. Thus, this study aimed to investigate the effect of 

crude extracts from C. militaris on enhancing human dermal fibroblast cell viability and 

proliferation without toxicity. 

 

Methodology:  

Cordyceps militaris cultivation 

 Cordyceps militaris strain SH01 which obtained from Shanghai, China were used in 

the present experiments. The fungal mycelium was maintain in potato dextrose agar (PDA) at 

20 ̊C for 21 days prior transferred into the culture medium which modified from Shih et al., 

(2007)12. Five of active mycelia disc (5 mm. in diameter) were placed in 300 mL of seed 

culture medium and incubated at 25 ̊C in darkness on a on a rotary shaker (at 110 rpm) for 7 

days and kept in static condition until 14 days. The mycelium part was collected via filter 

glass vacuum using nylon filter pore size 45 µm and freeze-drying prior extraction to 

determine adenosine and cordycepin content. 

 

Extraction and chemical analysis of Cordyceps militaris mycelium 

 The dried mycelium was extracted with distilled water and quantified of adenosine 

and cordycepin followed the protocol of ChokeUmnuay & Owatworakit., (2021)13. In brief, 

20 mL of deionized water was mixed with one gram of dried sample and incubated at 60 ̊C 

for 3 hrs., filtered through a nylon filter membrane (0.2 μm pore size). The filtrate was 

analyzed by using High-performance liquid chromatography (HPLC) was quantified by 

creating a plot of peak area against concentration. The 1 µL of the crude extract was analyzed 

using Waters HPLC system (Waters Corporation, Milford, USA) and separation was carried 

out using C18 column, 4.6 × 250 mm, 5 μm. The analysis was conducted at a flow rate of 0.2 

mL/min and a temperature of 30°C. The chromatographic condition was isocratic, with a 95:5 

ratio of 0.2% formic acid in deionized water (A) and methanol (B). Both adenosine and 

cordycepin were monitored at a wavelength of 260 nm. 

 

Human dermal fibroblast cells culture 

Human dermal fibroblast cells (HDFs) were purchased from American Type Culture 

Collection (ATCC, PCS-201-010TM). HDFs were cultured in fibroblast basal medium 

(ATCC, PCS-201-030TM) supplemented with a fibroblast growth kit-low serum (ATCC, 

PCS-201-041TM) and 1% antibiotic-antimycotic (100X) solution containing 10,000 units/mL 

of penicillin, 10,000 μg/mL of streptomycin, and 25 μg/mL of amphotericin (GibcoTM, Cat. 

No. 15240062). HDFs were maintained in a humidified atmosphere with 5% CO2 at 37°C, 

and the complete media was replaced every two days. The cultures were washed with 

phosphate-buffered saline (PBS, pH 7.4, Gibco, Cat. No. 10010023) and passaged with 

0.25% Trypsin-EDTA solution (Gibco, Cat. No. 25200072) when the cells reached 

approximately 80% confluence. HDFs cells were passaged 2-5 times before being used in the 

subsequent experiments. 
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MTT assay 

The MTT (3-[4,5-dimethylthiazol-2-yl]-2,5 diphenyl tetrazolium bromide) powder 

was purchased from Sigma–Aldrich, USA. MTT is a colorimetric assay for assessing cellular 

metabolic activity that was used to determine cell viability and proliferation.  

 

Cell viability 

HDFs cells (1x10⁴ cell/well) were seeded in 96-well plates (NunclonTM) and 

incubated at 37 ̊C with 5% CO2 in a humidified atmosphere for 24 hrs. The samples used 

included C. miliitaris mycelium extract (CME), adenosine standard (Sigma, USA), 

cordycepin standard (Sigma, USA), and a mixture of adenosine and cordycepin standard in 

the same ratio in CME. Each sample was initially prepared as stock solutions at a 

concentration of 20 µM. These solutions were subsequently diluted to a range of 

concentrations from 10 µM to 0.078 µM using a two-fold dilution method. A total of 100 µL 

of each sample were added to the wells and incubated for 24 hours. After incubation, the 

samples were removed, and 0.5 mg/mL of MTT solvent was added. The plate was then 

incubated at 37°C with 5% CO2 for 3 hours. The absorbance at 570 nm was recorded for each 

well using a microplate reader (Envision, PerkinElmer, MA, USA). The results were 

interpreted and compared with the control (untreated). The percentage of cell viability was 

calculated using Equation 1 below, and the minimal non-toxic dose (MNTD) was evaluated 

accordingly. 

 

   (1) 

 

Cell proliferation 

HDFs cells (1x10⁴ cell/well) were placed in each well of 96-well plates before 

incubated at 37 ̊C with 5% CO2 in a humidified atmosphere for 24 hours. The concentration 

of each sample was followed MNTD value that shown the best potential for induced cell 

proliferation without toxic including commercial adenosine (0.156 µM), commercial 

cordycepin (0.625 µM), mixture of commercial adenosine and cordycepin (5 µM) and CME 

(0.156 and 0.313 µM). HDFs cells was pre-explosion with one hundred microliters of 

samples by incubated at 37 ̊C with 5% CO2 in humidified atmosphere for 5, 15, 30, 60, 180 

mins and 24 hours as a positive control. The solution was removed and added 0.5 mg/mL of 

MTT and then incubated for 3 hrs. before measured the absorbance at 570 nm. using 

microplate reader. The results were interpreted and compared with negative control 

(untreated). The percentage of cell viability was calculated by following equation 1. 

 

Statistical analysis 

All data are presented as the mean ± standard deviation and were performed using SPSS 20.0 

software (SPSS Inc., Chicago, IL, USA). One-way analysis of variance (ANOVA) followed 

by post-hoc multiple comparison. Duncan test was carried out for determination the 

significantly Differences with p < 0.05, and p < 0.001 were considered to indicate 

significance differences. 

 

Results and Discussion:  

High-performance liquid chromatography (HPLC) determines the amount of adenosine and 

cordycepin in C. militaris extract 
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High-Performance Liquid Chromatography (HPLC) analysis revealed that the concentrations 

of adenosine and cordycepin in CME were 1.382±0.161 mg/g and 6.544±1.109 mg/g 

respectively. Interestingly, cordycepin was presented in the CME at 4.7 times higher than 

adenosine. C. militaris is known to have a significantly higher cordycepin concentration 

compared to other species especially under static culture conditions 12. After determining the 

quantity of these in CME, we proceed to observe their efficacy in enhancing human skin cells 

proliferation without serious effect. 

 

Determination of the optimal concentration of CME on proliferation of human dermal 

fibroblast cells (HDFs) 

In this part of the study, we aimed to determine the optimal concentrations of CME that 

would most effectively promote the proliferation of human dermal fibroblast cells (HDFs) 

compared to pure standard adenosine, cordycepin, and a mixture of adenosine and cordycepin 

(ratio 1:5). We examined various CME concentrations (0.078, 0.156, 0.313, 0.625, 1.250, 

2.50, 5, and 10 µM, alongside controls including standard adenosine, standard cordycepin, 

and a mixture of both in the same ratio as found in CME (1:5), over a period of 24 hours. Our 

findings, illustrated in Figure 1, indicated a significant increase in HDFs cell viability by up 

to 60% when treated with 0.313 and 0.156 µM of CME, compared to untreated cells. 

Additional treatments involving adenosine (0.156 µM), cordycepin (0.625 µM), and a 

standard mixture (1:5 ratio at 5 µM) yielded increases in HDFs viability by approximately 

54%, 53%, and 56%, respectively, relative to untreated cells. According to the previous 

research, C. militaris may promote cell proliferation and provide protection against oxidative 

stress-induced premature aging14. Based on these results, we established the minimal non-

toxic dose (MNTD) for each sample within the tested range, which proved to be conducive 

for HDFs treatment, as they did not significantly reduce cell viability while demonstrating the 

highest potential for cell proliferation. 

 

 
 

Figure 1. The percentage of HDFs cells viability after treatment 24 hrs. was determined 

through MTT assay. The effects of various concentrations of adenosine standard (4.1A), 

cordycepin standard (4.1B) and mixture of adenosine and cordycepin standard in ratio 1:5 

(4.1C) and CME (4.1D), on HDFs cells viability were examined by compared with untreated. 

Duncan’s multiple range tests, p < 0.001. 
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HDFs cell proliferation after treated with CME 

After identifying the Minimal Non-Toxic Dosage (MNTD), the MTT assay was established 

to assess the proliferation potential of human dermal fibroblast cells (HDFs) post-treatment 

with each sample’s MNTD compared to the untreated control group. Remarkably, within 

fifteen minutes, all treatments facilitated more than 50% proliferation in HDFs cells relative 

to the control. Notably, a CME concentration of 0.156 µM propelled HDFs cell proliferation 

to 80%, outperforming both adenosine and cordycepin standards, as showed in Table 1. 

Treatment with a mixture of adenosine and cordycepin (ratio 1:5) yielded a proliferative 

effect almost as high as that of CME and commercial adenosine. Furthermore, HDFs cells 

maintained their capacity for proliferation up to one-hour post-treatment. Within one-hour, 

standard cordycepin alone significantly diminished the proliferation rate of HDFs cells. Our 

findings corroborate the research by Radhi et al. (2021), which demonstrated that cordycepin 

consistently inhibits cell proliferation, migration, and inflammation, particularly in cancerous 

cells15. Notably, a decline in cell proliferation across all treatments was observed at the three-

hour mark. This suggests that HDFs cells may undergo cell cycle arrest and prepare for the 

transition to mitosis (G2/M phase) post-treatment. During the G2 phase, cells continue to 

grow, synthesize proteins and organelles, and reorganize their contents in anticipation of 

mitosis—a process lasting approximately 3-4 hours as described by Israels & Israels16.  

 

Table 1. The results of proliferation rate without toxicity in human dermal fibroblast cells 

(HDFs) (n=3). 

Treatments 
Pre-explosion time 

5 mins 15 mins 30 mins 60 mins 180 mins 24 hrs. 

Adenosine 
177.78 ± 

6.97d 

242.32 ± 

10.92bc 

293.30 ± 

8.91a 

297.86 ± 

8.46a 

223.48 ± 

5.76c 

260.68 ± 

14.70b 

Cordycepin 
249.85 ± 

6.60a 

271.37 ± 

13.25a 

258.12 ± 

11.19a 

211.27 ± 

16.19b 

183.79 ± 

1.64c 

250.85 ± 

11.90a 

Mixture 1:5 
208.12 ± 

7.42d 

248.52 ± 

5.72c 

294.06 ± 

10.49a 

299.95 ± 

7.35a 

242.49 ± 

4.41c 

265.21 ± 

7.13b 

CME 

(0.156µM) 

221.00 ± 

5.68c 

263.25 ± 

8.78b 

286.97 ± 

6.62a 

284.41 ± 

1.08a 

221.00 ± 

8.07c 

278.94 ± 

17.6ab 

CME 

(0.313µM) 

215.47 ± 

3.58c 

254.71 ± 

6.97c 

249.15 ± 

3.19c 

282.65 ± 

2.44a 

245.81 ± 

4.61c 

269.00 ± 

8.91b 

Data represents the mean ± standard deviation. The different superscript letters (a–c) indicate 

not significant differences of each treatment in difference pre-explosion time (p > 0.05).   

 

Conclusion:  

In conclusion, our research successfully cultivated and extracted adenosine and cordycepin 

from Cordyceps militaris (SH01), demonstrating significant therapeutic potential in 

modulating cell proliferation which is essential in tissue repair, and angiogenesis process. The 

crude extract of C. militaris mycelium (CME) underwent the quantification of adenosine and 

cordycepin content using HPLC analysis. Subsequent application of CME to Human Dermal 

Fibroblast cells (HDFs) key mediators in tissue repair during wound healing process as well 

as angiogenesis revealed its efficacy in comparison to standard adenosine, standard 

cordycepin, and their mixture in a 1:5 ratio, as found in CME. Around 60% increased of 

HDFs cells viability after treatment with CME was determined through MTT assay, which 

also helped establish the minimal non-toxic dose (MNTD). Following the MNTD value, 

CME was induced the increasing the proliferation rate of HDFs cells more than sixty percents 

202



2  (Full paper template) 
 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

during 30 mins to 1 hr. The study’s findings indicated that CME, with its high cordycepin 

content, is not only non-toxic but also significantly enhances HDFs proliferation compared to 

untreated cells. Collectively, these results position CME as a promising therapeutic agent, 

offering substantial benefits for wound healing and angiogenesis, and highlighting its 

potential for medical applications in enhancing cell proliferation and vascular development in 

the future.  

 

Acknowledgements:  

The authors thank the Scientific and Technological Instruments Centre for providing 

laboratory space and equipment, and the Global Relations Division and the Office of 

Postgraduate Studies at Mae Fah Luang University, Chiang Rai, Thailand for supporting 

travel expenses for this research.  

 

References: 

1. Das SK, Masuda M, Sakurai A, Sakakibara M. Fitoterapia. (2010);81:961-8.  

2. Lin Q, Long L, Wu L, Zhang F, Wu S, Zhang W, Sun X. J Sci Food Agric. 

(2017);97:3476-3480.  

3. Shrestha B, Zhang W, Zhang Y, Liu X. Mycol Prog. (2012);11:599-614.  

4. Choi E, Oh J, Sung G-H. Mycobiology. (2020);48:512-517.  

5. Phull AR, Ahmed M, Park HJ. Microorganisms. (2022);10 

6. Tuli HS, Sharma AK, Sandhu SS, Kashyap D. Life Sci. (2013);93:863-869.  

7. Tan L, Song X, Ren Y, Wang M, Guo C, Guo D, Gu Y, Li Y, Cao Z, Deng Y. 

Phytother Res. (2021);35:1284-1297.  

8. Clark AN, Youkey R, Liu X, Jia L, Blatt R, Day Y-J, Sullivan GW, Linden J, Tucker 

AL. Circ Res. (2007);101:1130-1138.  

9. Auchampach JA. Circ Res. (2007);101:1075-7.  

10. Tuli HS, Sandhu S, Sharma AK, Gandhi P. Int J Pharm Pharm Sci. (2014);6:581-583.  

11. Kendall RT, Feghali-Bostwick CA. Front Pharmacol. (2014);5:91491.  

12. Shih L, Tsai K-L, Hsieh C. Biochem Eng J. (2007);33:193-201.  

13. ChokeUmnuay N, Owatworakit A. Kasetsart J: Nat Sci. (2021);55:537–546-537–546.  

14. Park JM, Lee JS, Lee KR, Ha S-J, Hong EK. Nutrients. (2014);6:3711-3726.  

15. Radhi M, Ashraf S, Lawrence S, Tranholm AA, Wellham PAD, Hafeez A, Khamis 

AS, Thomas R, McWilliams D, De Moor CH. Molecules. (2021);26:5886.  

16. Israels E, Israels L. J Oncol. (2000);5:510-513.  

 

203



 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

THE EFFECT OF HIGH TEMPERATURE STRESS TO PHOTOSYNTHETIC 

EFFICACY OF LICHENS AT DOI SUTHEP-PUI NATIONAL PARK 

 

Mongkol Phaengphech,* Vasun Poengsungnoen, Kawinnat Buaruang, Kajonsak 

Vongshewarat, Wetchasart Polyiam,  

 

Lichen research unit, Department of Biology, Faculty of Science, Ramkhamhaeng        

University, Bangkok, 10240.   

*e-mail: mongkolpp@gmail.com 

 

Abstract:  

Climate change induced high temperature stress is expected to significantly impact lichens 

by damaging their photosynthetic activity. This study aims to investigate how different 

temperatures affect the photosynthetic efficiency of the lichens Parmotrema tinctorum, 

Usnea baileyi, and Ramalina calicaris. We observed heat stress and damage to the 

photosynthetic apparatus of lichens after incubating them at temperatures of 25, 30, 35, 40, 

45, and 50°C for one hour. The maximum quantum yield (Fv/Fm value) and net 

photosynthetic rate (Pn) of photosystem II were measured to examine the effects on lichens. 

According to our research, lichens exposed to temperatures between 30 and 35°C have a 

considerable reduction in their capacity to undertake photosynthesis. Lichens decrease 60% 

of their capacity of photosynthesis when stored in incubators exceeding 40°C. Based on our 

studies, P. tinctorum has a temperature damage to photosynthetic efficacy (Tdp) of 25°C, 

while U. baileyi and R. calicaris have a Tdp of around 30°C. This suggests that rising 

temperatures may influence the physiology of lichens in their natural habitats, particularly 

in the hot season as well as during periods of high humidity and precipitation. Lichens that 

grow in humid environments are more susceptible to temperature increases in their 

photosynthesis. They will therefore probably react significantly to any future climate 

change. 

 

Keywords: Climate change, Heat stress, Lichens, Photosynthesis, Photosystem II.  

 

Introduction:  

The impact of climate change is significant in altering species composition and 

biological communities of both plants and animals. Lichens are poikilohydric  organism, 

able to conserve and obtain water from the environment. As a result, they can withstand 

water loss without damage to physiological processes. Although lichens can tolerate high 

temperatures and adapt to harsh environments, they can grow in dry conditions at 

temperatures as high as 35-46°C. Some species can even survive and withstand 

temperatures at up to 50-70°C.1 Global warming affects lichens because they can only 

tolerate temperatures of 35-46°C when wet, which can happen in direct sunlight.2 This 

thermal effect can damage the donor side of photosystem II (PSII), reducing photosynthesis 

and increasing respiration rates,3 resulting in increased carbon loss in lichens and decreased 

growth rate.4 However, the heat stress impacts on lichens can be assessed by measuring 

chlorophyll a fluorescence and CO2 gas exchange. The maximum quantum yield of 

photosystem II (Fv/Fm) is a commonly used measure that reflects the actual physiological 

states of the organism during photosynthesis. After being incubated at high air temperatures 

that cause heat stress, the decrease in Fv/Fm is related to a reduction in CO2 assimilation.5 

Thus, this study aims to investigate how lichen photosynthesis responds to short-term 
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temperatures ranging from 25°C to 50°C in wet conditions. Understanding this relationship 

is important because it can reveal the effect of the growth rate of lichens within natural 

habitat conditions.  

 

Methodology:  

 Studies area and lichens: Thallus of lichens P. tinctorum, U. baileyi, and R. calicaris 

(Figure 1a-c) were collected on September 28, 2023, from the lower montane forest of Doi 

Suthep-Pui National Park in Chiang Mai, Thailand, at an altitude approximately 1,600 

m.a.s.l. Before testing the lichens in a temperature-controlled chamber, all lichen thalli 

were prepared by being cleaned, cut into small pieces (approximately 3-5 cm2 in size), and 

weighing the dry thallus before physiological change measurements. 
 Photosynthetic efficacy measurement: We measured the photosynthesis processes by 

two techniques. (1) CO2 gas exchange measuring, or net photosynthesis rate measurement 

detected the decrease in carbon dioxide concentration as a function of time. (2) The 

chlorophyll fluorescence technique using the Fv/Fm value indicates the donor side efficiency 

in photosystem II (PSII). Thallus of all lichens were sprayed with distilled water and 

incubated in dark conditions for 12 hours and 6 hours under light intensity (PAR) at 100 

mol m-2s-1. Then, the net photosynthetic rate (Pn) measured by the infra-red gas analyzer 

(Li-Cor 6400 Portable Photosynthesis system, Li-Cor, Lincoln, Nebraska, USA)6 with 

closed system conditions, and the maximum quantum efficiency of PSII (Fv/Fm) measured 

by a Chlorophyll Fluorescence model Mini-PAM; Photosynthesis Yield Analyzer (Heinz 

Walz GmbH; Germany). Both measurements were made for all thallus before being 

incubated at a specified temperature and then repeated the measurement afterward. 

 The incubation of lichens under various temperatures and measurement of the 

photosynthesis: The lichens was sprayed with water and kept inside a clear plastic box to 

maintain humidity of approximately 90-100%. Then, the lichens were incubated at different 

temperatures (20, 25, 30, 35, 40, 45, and 50°C) for one hour at each temperature, under a 

light intensity of 100 mol m-2s-1. After incubation, those thalli were sprayed with distilled 

water and measured to the net photosynthesis rate. Then, they were kept for 30 minutes in 

the dark to detect the maximum quantum yield of PSII or Fv/Fm value and used to indicate 

the maximum light efficiency of PSII of lichen. 

 Data analysis: The proportion of photosynthesis efficiency was calculated from the net 

photosynthetic rate and Fv/Fm value and used to evaluate the response of lichens to 

different temperature points. These results are presented as a graph and a nonlinear model 

(Equation: Sigmoidal, Sigmoid 5 Parameters) for extrapolating the temperature damage to 

photosynthetic efficacy (Tdp) made using Sigmaplot 14 software (Inpixon HQ; Palo Alto, 

USA).  

 
Figure 1.  

The thallus of the lichens Parmotrema tinctorum (a), Usnea baileyi (b) and Ramalina 

calicaris (c) were collected from Doi Suthep-Pui National Park, Chiang Mai province, 

Thailand. 

a b c 
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Results and Discussion:  

The photosynthesis efficiency of three lichens, P. tinctorum, U. baileyi and R. 

calicaris are responded to a raising of the air temperature under an environmental control 

chamber. Our results found that the photosynthesis efficiency of lichens P. tinctorum will 

begin to decline at a temperature of 25.1oC (Figure 2a). While lichens U. baileyi and R. 

calicaris showed that photosynthesis efficiency declined at higher temperature around 29.5 

and 29.6 oC, respectively (Figure 2b-c).  
Lichens that incubated at a temperature of 30°C showed different photosynthesis 

efficiency, P. tinctorum was reduced by about -7%, while U. baileyi and R. calicaris were 

unaffected by this temperature level. When incubated at 35°C, the photosynthetic efficiency 

of P. tinctorum decreased to -30% while U. baileyi and R. calicaris decreased by more than -

44%. Lichens U. baileyi and R. calicaris have a fruticose growth form, characterized by a 

coral or shrubby-like, which can respond to high temperatures faster than foliose growth form 

of P. tinctorum. According to Table 1, the average net photosynthesis rate (Pn) of U. baileyi 

and R. calicaris decreased by -59 and -65%, respectively, while Fv/Fm values decreased -28 

and -25 % respectively, which both values decreased more than P. tinctorum. Our study 

found that the Pn of lichens is more reduced at temperatures of 30-35°C, although this 

temperature is at the optimal range for most algae of 25–35 °C. Lichens were incubated at 

40°C, the lowest photosynthetic efficiency was found with P. tinctorum, which was reduced 

to -71% (Figure 2a). However, our data in Table 1 shows the Pn and Fv/Fm values of P. 

tinctorum the most reduced to -63 and -79%, respectively, and U. baileyi and R. calicaris 

showed similar pattern of photosynthetic efficiency declining (Figure 2b-c). At 45-50oC after 

incubation, the photosynthesis efficiency of lichens decreased almost 80-90 % in average for 

all lichens, especially P. tinctorum and U. baileyi showed the lowest photosynthetic 

efficiency about 90% at 45oC.  

 

 
Figure 2.  

The percentage of photosynthetic efficiency exhibited by three lichens Parmotrema 

tinctorum (a), Usnea baileyi (b) and Ramalina calicaris (c), when subjected to varying 

temperatures of 25, 30, 35, 40, 45, and 50 oC. The control group (CW) was composed of 

lichens stored at room temperature 25oC (n=3).  

a b c 
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Table 1. 

The comparison of the photosynthesis rate and the maximum quantum efficiency of PSII 

(Fv/Fm) before and after exposure to temperatures of 25, 30, 35, 40, 45, and 50oC (n=3) for 1 

hour of 3 lichens, which collected from Doi Suthep-Pui National Park, Chiang Mai province, 

Thailand. 

Lichens 
Temp. 

treatments 

Photosynthesis rate; Pn 

Damage 

of Pn (%) 

Fv/Fm Damage 

of PSII 

(%) 
(mol CO2 g-1 S-1) 

Before After Before After 

Parmotrema 

tinctorum 

Control  35.8 (±14.1) 35.4 (±11.5) -1.0 0.691 (±0.028) 0.708 (±0.020) 2.4 

25 27.7 (±3.1) 26.8 (±4.4) -3.2 0.685 (±0.016) 0.706 (±0.020) 3.1 

30 25.2 (±3.2) 21.8 (±2.9) -13.5 0.699 (±0.000) 0.703 (±0.009) 0.5 

35 33.0 (±2.8) 17.9 (±11.0) -45.7 0.685 (±0.013) 0.563 (±0.060) -17.9 

40 38.5 (±3.3) 14.3 (±5.7) -63.0 0.689 (±0.006) 0.145 (±0.019) -78.9 

45 33.3 (±4.5) 6.1 (±0.2) -81.8 0.636 (±0.052) 0.005 (±0.002) -99.2 

50 39.0 (±11.3) 14.9 (±5.3) -62.0 0.699 (±0.018) 0.002 (±0.002) -99.8 

Usnea baileyi 

Control  27.2 (±2.5) 25.4(±4.2) -6.5 0.666 (±0.013) 0.686 (±0.032) 3.1 

25 20.6 (±4.4) 21.3(±4.2) 3.3 0.681 (±0.033) 0.678 (±0.038) -0.5 

30 29.7 (±5.1) 28.9(±4.4) -2.5 0.646 (±0.027) 0.648 (±0.034) 0.3 

35 41.0 (±10.2) 16.7(±5.5) -59.2 0.665 (±0.033) 0.480 (±0.094) -27.9 

40 28.1 (±0.7) 19.3(±4.6) -31.4 0.613 (±0.046) 0.082 (±0.020) -86.6 

45 35.7 (±11.8) 6.2(±6.7) -82.6 0.632 (±0.032) 0.003 (±0.003) -99.5 

50 37.6 (±7.5) 18.2(±8.4) -51.6 0.627 (±0.047) 0.003 (±0.004) -99.5 

Ramalina 

calicaris 

 

Control  27.4 (±6.1) 28.3 (±6.3) 3.3 0.583 (±0.072) 0.553 (±0.049) -5.1 

25 27.5 (±2.7) 25.0 (±5.5) -9.2 0.582 (±0.148) 0.546 (±0.200) -6.3 

30 23.5 (±3.6) 19.5 (±2.3) -17.0 0.521 (±0.025) 0.550 (±0.053) 5.6 

35 28.2 (±5.8) 9.9 (±5.8) -64.8 0.617 (±0.016) 0.464 (±0.015) -24.7 

40 26.9 (±2.9) 19.5 (±4.0) -27.4 0.591 (±0.034) 0.187 (±0.004) -68.3 

45 25.3 (±6.0) 8.0 (±3.2) -68.6 0.587 (±0.029) 0.048 (±0.051) -91.9 

50 33.6 (±10.8) 15.8 (±4.4) -53.0 0.362 (±0.079) 0.010 (±0.016) -97.1 

 

To model for the temperature damage to photosynthetic efficacy (Tdp), the trend lines 

of three lichens were assessed (red dotted line in Figure 2), which will begin to decrease in 

the temperature range of 25-30oC. According to the optimal temperature range for most algae 

is 25–35°C.7  When air temperatures are higher than Tdp, it will cause lichens to become 

stressed by those temperatures. Thus, lichens grow in natural habitats, where they are 

exposed to higher temperatures than Tdp for a long time, which can cause the photosynthetic 

process to decrease and the growth of lichens to slow.8  Therefore, in natural habitats, it is 

harmful to lichens that are exposed to high air temperatures during a wet state. This situation 

could occur after rain, wherever there is high humidity and high intensity of sunlight, or in 

some areas that have high temperatures (such as Dry Dipterocarp forests). If lichen is 

exposed to a temperature of 35-40oC, its photosynthetic efficiency is reduced by more than 

half. Especially, the photosystem II is affected by more than 70%.1 We know that temperature 

increases will directly affect photosynthesis and respiration. In metabolically active wet 

lichens, the lethal temperatures for photosynthesis in photobionts usually range between 30 

and 44oC.4 However, in dry states, lichens can be exposed to air temperatures up to 40oC, 

which can resist a high temperature and have no effect on the photosynthetic process during 

inactive periods.1 In addition, this study can predict the impact of global warming that may 

decrease photosynthesis efficiency of lichens. This may cause the disappearance of lichens 

that inhabit an uncontrol habitat because of the raised temperature.   
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Conclusion:  

This study assessed the effect of temperature on lichen photosynthetic efficiency 

under control conditions. We found that the Tdp of fruticose lichen was about 30oC, while 

foliose lichen was found at 25oC. A temperature above this point causes heat stress in lichens, 

resulting in injury on the donor side of photosystem II. These results lead to a reduction in 

Fv/Fm and a decrease in photosynthesis rate. During incubation at 35-40oC, photosynthetic 

efficiency decreases significantly. Temperatures exceeding 45-50 oC inhibited photosynthetic 

efficiency by over 90%. This study revealed that tropical lichens are more sensitive to high 

temperatures in wet conditions. That could predict the effect of current global warming. 
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Abstract:  

A significant number of syntheses in various industries, especially cosmatic and 

phamacuetical, rely on the presence of a reactive aldehyde functional group, which is 

obtained by reducing the carboxylic group. While there are several chemical techniques 

available to create aldehydes, these procedures typically involve the use of hazardous and 

costly chemicals and generally lack the ability to selectively target certain chemical groups. 

Enzyme-based reduction provides a technique that is both environmentally safe and 

chemospecific. Carboxylic acid reductase (CAR) and fatty acid reductase (i.e., LuxCE 

multienzyme reductase) enzymes have the ability to facilitate the reduction of carboxylic 

groups to form matching aldehydes. While the CAR reaction has been thoroughly researched, 

the information on the LuxCE reaction and its use is still very limited. Hence, this work aims 

to express and examine the biochemical properties and reactions of LuxCE reductase in 

aldehydes production. The LuxC and LuxE overexpression conditions in Escherichia coli (E. 

coli) BL21 (DE3) were optimized for each protein and the result showed that both LuxC and 

LuxE could overexpress under the same conditions at 20 ℃ with 1 mM IPTG inducer in 

Luria-Bertain (LB) media. However, the optimal LuxE soluble expression required the co-

transformation with pTF16 chaperone. The purified recombinant enzyme could yield 45.36 

mg/L for LuxC (~55 kDa) and 3.85 mg/L for LuxE (~43 kDa). The bioluminescence-based 

assay was successfully established to detect aldehyde product from LuxCE reaction. With the 

employed assay condition, light output was dependent on the LuxCE concentration from 4-8 

µM, indicating that the coupling compositions was not the limiting factor. The increase in the 

LuxE to LuxC ratio has the potential to enhance enzyme activity, indicating that in an Acyl-

AMP intermediate formation by LuxE reaction determines the aldehyde production. 

Furthermore, investigations on substrate specificity have verified that the LuxCE reaction 

was specific to aliphatic long chain acids, particularly myristic acid (C14), rather than 

medium and aromatic acids. The findings of this work will provide valuable foundational 

knowledge for the implementation of LuxCE in biocatalysis, which will primarily impact the 

use of aldehydes in the cosmetic and pharmaceutical industries via the sustainable method of 

enzyme usage. 

 

Introduction:  

Aldehydes play a crucial role in a wide range of chemical syntheses and are also 

important components in the creation of flavor and fragrance compounds1. They also act as 

reactive moiety of important intermediates for the preparation of several high-value alcohol 

and amine compounds. Carboxylic acids are highly desirable for the synthesis of aldehydes 

because of their plentiful, naturally occurring nature and stability in laboratory conditions. 

This makes them essential for reliable and efficient synthetic pathways1. Although there are 

several chemical techniques available to create aldehydes from acid functional group. The 

poor chemo-selectivity of chemical catalysts makes the process to be relatively difficult as 

requiring appropriate protection/deprotection steps with hazardous reagents. Due to the 

ability to selectively reduce carboxylic acids to aldehydes, biocatalyst offers a promising 

alternative way to conventional chemical strategies1, 2. 
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Carboxylic acid reductase (CAR) refers to the enzymes that have ability to generate 

aldehyde from carboxylic acid functional group. Typically, they catalyze the reduction of 

carboxylic acid using ATP and NADPH. The CAR is a single protein with multidomain 

enzymes (A, PCP and R domains), which utilizes a peptidyl carrier protein (PCP domain) to 

bind to carboxylic acids. The first acyl-AMP intermediate is formed in A-domain, stimulating 

the production of pyrophosphate as a byproduct. By transferring the acyl group to a 

phosphopantetheine 'arm' that is attached to the PCP-domain, an enzyme-bound thioester is 

formed. Following delivery to the R-domain, this thioester is reduced by NADPH to produce 

the aldehyde product3. CAR is attractive to apply for aldehyde synthesis because it uses ATP 

as an activating agent and NADPH as a reducing agent in water, both of which are 

environmentally friendly1. Thus, there are extensive studies in catalytic mechanism, 

engineering and application of CAR for aldehyde synthesis. However, aldehyde synthesis by 

CAR is limited to aromatic and short-chain acid substrates due to active site architecture4.  

Another enzyme capable to generate aldehyde from carboxylic acid is a multienzyme 

fatty acid reductase or LuxCE. The LuxC an LuxE are encoded by separated luxC and luxE 

genes commonly found in lux operon of luminous bacteria5, 6. To generate light, LuxCE 

functions to generate fatty aldehyde that acts as a substrate for bioluminescence reaction 

catalyze by LuxAB bacterial luciferase. The LuxCE enzyme facilitates the conversion of fatty 

acids into fatty aldehydes by utilizing ATP and NADPH as CAR, but the reactions of AMP 

acylation and reduction happen in different proteins4, 7. The reaction mechanism is proposed 

to start with free fatty acids interacting with LuxE synthetase. The LuxE uses ATP to activate 

the fatty acid into acyl-AMP intermediate, which then forms a second step covalently 

attached to Cys362. This intermediate is proposed to be delivered directly to the LuxC 

reductase's active site to form a thioester adduct with Cys286 of LuxC. This intermediate is 

then reduced by NADPH, resulting in aldehyde formation5. Although the catalytic 

mechanism of LuxCE resembles to the CAR reaction, its protein sequences and structure are 

very diverse from CAR. Currently, there is a limited understanding of the LuxCE 

multicomplex formation, enzyme reaction and substrate specificity to generate aldehydes. 

Therefore, the goal of this work is to produce active recombinant LuxC and LuxE for 

investigating the aldehyde production reaction and to establish bioluminescence-based assay 

to detect aldehyde generation. Additionally, we studied the ratio of LuxC to LuxE to explore 

the significance of each enzyme subunit in aldehyde generation to achieve optimal aldehyde 

production. In the final part, various substrates were investigated to confirm inconclusive 

information about substrate specificity. The knowledge obtained from this study will provide 

an in-depth mechanism of LuxCE for aldehyde production and pave the way for further 

application of LuxCE in the generation of aldehydes in various industries, especially 

cosmetics and pharmaceuticals, which are growing trends globally with sustainable aldehyde 

production via LuxCE multienzymes. 

 

Methodology:  

 Construction – pET24b-luxE with C-terminus hexa-histidine tagged, luxE gene was 

subcloned into pET24b plasmid at NdeI and XhoI cut sites to create His-tagged luxE. Primers 

(Forward primer: CATTCATATGGACGTACTTTCAGCGGT and Reverse primer: 

CCGCTCGAGTCAG TTGCCTCCTTCAT TCTTAGC) were used to amplify V. campbellii 

luxE gene from pET17b-VcluxE. A 50 µL PCR reaction consisted of 0.5 µM primers, 200 µM 

dNTPs, and 0.025 units of Pfu DNA polymerase. The PCR reaction began with 2 minutes of 

heating at 95 °C, followed by 30 cycles of denaturing, annealing, and extension at 95, 70, and 

72°C for 30 seconds, 30 seconds, and 2 minutes, respectively, and followed by a final 

extension at 72 for 5 minutes. PCR product was evaluated by agarose gel electrophoresis (1% 

w/v) and purified using FavorPrep Gel/PCR Purification Mini Kit (Favogen). Then cut 
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pET24b plasmid and luxE gene were ligated at 25oC for overnight, before transformed into 

competent E. coli XL1 blue using heat-shock method. The cells harboring plasmid were 

selected by spreading on LB agar containing 34 µg/µl kanamycin. Recombinant plasmids 

were screened by alkaline lysis then digested with NdeI restriction enzyme. Sanger 

sequencing was used to verify the correctness of pET24b-luxE sequence. Clustal Omega 

from EMBL-EBI evaluated nucleotide and amino acid sequences. 

 Expression of LuxE and LuxC – The plasmids pTF16, which encoded a chaperone, 

was co-transformed into the E. coli BL21 (DE3) strain with pET24b-luxE to enhance soluble 

protein production. The cells were spread on LB agar containing 34 µg/µl of kanamycin and 

34 µg/µl of chloramphenicol. A single colony was picked and inoculated into a 50 ml LB 

medium containing the same antibiotics and cultivation was carried out at 37 °C, 220 rpm for 

16 hours. Then 1% inoculation was proceeded in 4-L LB medium with 17 µg/µl of 

kanamycin and 17 µg/µl of chloramphenicol. Once the OD600 reached a range of 0.6 to 0.8, 1 

mM IPTG was introduced to allow the protein expression at 20 °C for 16 hours. Cells were 

harvested by centrifugation at 8,000 rpm at 4 °C for 10 minutes, prior to being stored cell 

paste at a of -80 °C. pET17b-luxC was previously constructed by our colleague. The LuxC 

from V. campbellii was expressed in E. coli BL21 (DE3) with 4-L of LB media using the 

same methods of LuxE, but without the pTF16 plasmid. The expression was induced at an 

OD600 of 0.6-0.8 with 1 mM IPTG at 20 °C for a further 16 hours. The cells were harvested 

by centrifugation at 8,000 rpm at 4 °C for 10 minutes. The cell pellet was collected and 

weighed before being kept at -80 °C. 

 Purification of LuxE – A Ni-NTA affinity chromatography column was used for 

purifying LuxE with an N-terminal hexa-histidine tag. Cell paste was lysed in 50 mM sodium 

phosphate buffer at pH 7.0 containing 200 mM NaCl buffer using sonication before the crude 

extract was obtained by centrifugation at 15,000 rpm at 4 ℃ for 1 hour. The column was pre-

equilibrated with 50 mM sodium phosphate, pH 7.0 containing 200 mM NaCl prior to 

loading of crude extract. A 50 mM sodium phosphate buffer at pH 7.0 containing 200 mM 

NaCl and 20 mM imidazole was a wash buffer. To elute the protein, a linear gradient of 20 to 

200 mM imidazole in 50 mM sodium phosphate buffer pH 7.0 containing 200 mM NaCl was 

used. The elution fractions were collected by employing a Biorad automated fraction 

collector. Based on SDS-PAGE and 280 nm absorbance analysis, enzyme containing fractions 

of LuxE (~43 kDa) were pooled before overnight dialysis against 50 mM sodium phosphate 

pH 7.0 containing 1 mM DTT. An ultrafiltration membrane with a 10 kDa cutoff was used to 

concentrate the enzyme. The extinction coefficient (ε280) of 14,625 M-1cm-1 obtained from 

ExPASy analysis was utilized for calculating the protein concentration. The enzyme was 

stored in 50 mM sodium phosphate pH 7.0 with 1 mM DTT and 10% (v/v) glycerol at -80 °C.  

Purification of LuxC - The LuxC purification procedure involved with the first 

precipitating with 1 % (v/v) polyethyleneimine. The precipitated protein was then dialyzed 

against the dialysis buffer (50 mM sodium phosphate buffer pH 7.0, containing 1 mM DTT) 

at 4℃ for 16 hours, before clarified and applied onto Diethylaminoethanol (DEAE)-

Sepharose column. The column was pre-equilibrated and washed with 50 mM sodium 

phosphate buffer pH 7.0 containing 30 mM NaCl and 1 mM DTT. The protein was eluted 

using linear gradient 30 to 300 mM NaCl in 50 mM sodium phosphate buffer pH 7.0 

containing 1 mM DTT and the fractions were collected and evaluated using absorbance at 

280 nm and SDS-PAGE. The fractions with the anticipated molecular weight of LuxC (~55 

kDa) were combined and concentrated before going through gel filtration (G-25) column 

chromatography to remove salt using 50 mM sodium phosphate buffer pH 7.0 with 1 mM 
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DTT. The purified LuxC enzyme was concentrated and quantified using extinction coefficient 

(ε280) of 16,125 M-1cm-1. 

 Activity assay – LuxCE activity was assessed using a bioluminescent coupling assay, 

in which LuxCE catalyzed the reduction of long chain fatty acids to corresponding aldehydes 

using ATP and NADPH as co-substrates. The aldehyde product was then employed as a 

substrate by LuxAB luciferase to produce a light signal. Thus, the measured light signal 

corresponded to the presence of fatty aldehyde and represented LuxCE activity (Figure 1). 

The LuxCE in vitro reaction consisted of two mixtures: mixture A contained 20 mM Hepes 

(pH 7.5), 150 mM NaCl, 5% Glycerol, 1 mM MgCl2, 2 mM DTT, 20 µM FMN, 1 mM ATP, 

10 µM LuxAB, and 2 µM C1, and mixture B contained 4 mM NADPH, 4 mM NADH, 8 µM 

LuxC, 8 µM LuxE, and 20 µM myristic acid. The reaction was initiated by combining the 

two-solution mixtures, and the bioluminescent signal was measured for 30 minutes using a 

luminometer (ATTO-AB-2770 Octa) kinetics measurement mode, followed by the display of 

the luminescence signal via integrated signal. The positive control reaction utilized decanal 

aldehyde instead of myristic acid, whereas the negative control was the reaction without 

LuxCE. The trace of light emission was recorded, and the light underneath the trace reflected 

the overall light output. Subsequently, the effect of LuxCE concentration was investigated by 

varying the concentration of LuxCE in the same mixtures. The effect of LuxC:LuxE  ratio 

was also examined by varying ratios to 1:1, 1:2, 2:1, 1:4, and 4:1. In addition, the specificity 

of LuxCE was evaluated by varying the chain length of the fatty acid. Then, the result of the 

integrated signal of luminescence was performed statistically with the one-way ANOVA 

method. 

 
Figure 1. The reaction of LuxAB and LuxCE to generate the luminescence signal.  

 

Results and Discussion:  

 Construction and expression – The expression plasmids of pET24b-LuxE was 

successfully constructed to express LuxE with an N-terminus hexa-histidine tag. We could 

success to express LuxC with reasonable amount in optimized expression condition in LB 

medium with 1 mM IPTG at 20°C for 16 hours. However, most LuxE expressed as an 

inclusion body. We then tried to improve LuxE folding using chaperones. Each of chaperone, 

including pGro7, pKJE7 and pTF16 were co-transformed with pET24b-LuxE using IPTG and 

L-arabinose, as LuxE and chaperone inducers, respectively. The SDS-PAGE results in Figure 

2A showed a 43-kDa protein soluble band corresponding to LuxE protein in all 

circumstances. Among tested chaperones, the co-transforming of pET24b-LuxE with pTF16 

provided the highest improved amount of soluble LuxE. The improvement of LuxE folding 

by pTF16 chaperone was confirmed as the results shown in Figure 2B. Therefore, the 

condition of LB medium with 1 mM IPTG at 20°C and the pTF16 chaperone was used to 
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produce LuxE protein. Approximately 20 g cell pastes/4-L culture were obtained for both 

LuxC and LuxE expression.  

 
Figure 2. Improvement of LuxE expression by using chaperone proteins. (A) Each of 

chaperone expression plasmid (pGro7, pKJE7, and pTF16) was co-transformed with pET24b-

LuxEin E. coli strain BL21 (DE3) in LB medium with 1 mM IPTG and 0.5 mg/ml L-

arabinose inducers at 20 °C. (B) Expression of LuxE with pTF16 chaperone and L-arabinose 

was introduced during inoculation. A 20 µg of crude extract or pellet were examined using 

15% SDS-PAGE. Lane M: protein markers; Lane P: pellet; Lane S: crude extract. 

 

Purification – LuxC was purified through a two-step protocol that included PEI 

precipitation and DEAE Sepharose chromatography (Figure 3A). The LuxC purification 

yielded around 45.36 mg/L culture. Notably, during LuxC purification and storage, it is 

important to keep all steps to be reducing condition by adding 1 mM DTT to preserve active 

form of LuxC8. This is due to the reductase activity of LuxC requires reactive cysteine 

residue. The N-terminus hexahistidine tagged LuxE was purified using an imidazole gradient 

elution on a Ni-NTA (nickel-nitrilotriacetic acid) affinity chromatography column. The SDS-

PAGE analysis (Figure 3B) showed that after pass through affinity column, we could obtain 

purified LuxE and yielded of 3.85 mg/L culture. However, both purified enzymes still 

appeared some impurity bonds remaining. Another column chromatography method, such as 

ion-exchange and hydrophobic column, can further be implemented to enhance purity. 

Nevertheless, the objective of this study is to examine the production of aldehyde using LuxC 

and LuxE enzymes, the proteins with this purity are desired.   

213



 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

 
Figure 3. Purification of LuxC and LuxE. SDS-PAGE analysis of purified LuxC (A) and 

LuxE (B). A 20-µg protein was analyzed by 15% SDS-PAGE. Lane M; protein marker, Lane 

P; pellet crude extract protein, Lane S; supernatant crude extract protein, Lane F; flow 

through of protein after loading to Ni-NTA column, Lane W; wash step, Lane D; protein after 

purified by DEAE, Lane N; protein after purified by Ni-NTA column. 

 
Activity assay – The activity of LuxCE was investigated by detecting the 

luminescence signal resulting from LuxAB reaction using luminometer (AB-2270 

Luminescencer Octa, ATTO). In this experiment, we hypothesized that LuxCE has activity to 

convert fatty acid (myristic acid) to fatty aldehyde. The aldehyde product will be further used 

as a substrate for LuxAB to generate the luminescence signal. As we employed excess 

amount of LuxAB in the system, the light signal detected by luminometer as a total 

luminescence signal in RLU (Relative Light Units) can represent the LuxCE activity. The 

investigation of the luminescence signal for the positive control using fatty aldehyde (C12 

aldehyde) revealed the highest signal (Figure 4). While the reaction containing LuxCE 

proteins provided the bioluminescence signal significantly higher than the negative control 

reactions (p values <0.0001). This indicates that the LuxCE enzymes can actively convert 

fatty acid to fatty aldehyde, subsequently utilized by LuxAB. Furthermore, LuxCE reactions 

provide a significantly higher luminescence signal than only LuxC or LuxE (p values 

<0.0001); this suggests that reaction to convert fatty acid to fatty aldehyde requires both 

LuxC and LuxE. 
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Figure 4. The luminescent signal produced by the LuxAB and LuxCE reactions. The LuxAB 

coupling assay was employed to measure LuxCE activity using myristic acid as a substrate. 

The negative control is the reaction without LuxCE enzymes, while the positive control 

utilized dodecanal as a substrate. 

 

To investigate the effect of LuxCE concentration on light signal, the concentration of 

LuxCE was varied and carried out using the same mixture condition. The results (Figure 5A) 

indicated that detected light signal was dependent on LuxCE concentration and increase of 

LuxCE from 4 µM to 8 µM could result the higher light signal. However, an increase in 

concentration further from 8 µM to 12 µM, provided in a higher signal, but this difference 

was not statistically significant according to one-way ANOVA (Figure 5B). These results 

indicated that the increment amount of LuxCE in 4-8 µM range can generate more fatty 

aldehyde available for LuxAB to generate light and at this condition LuxAB and other 

components are not limitative agents. However, beyond this LuxCE concentration, light was 

not significant increase, and this might be limited by LuxAB activity and other assay 

components. Thus, with the employed condition, LuxCE concentration should not excess 

than 8 µM. As LuxCE was previously proposed to function as heterooctameric composing 

4LuxC:4LuxE 7, in this section, the effect of LuxC:LuxE ratio was investigated by varying in 

the following ratios: 1:1, 1:2, 2:1, 1:4, and 4:1. The results in Figure 5C indicate that an 

increase in the ratio of LuxE led to an increase in the signal. This could be attributed by the 

slow reaction of LuxE enzyme, which function to activate fatty acid substrate by generating 

acyl-AMP intermediates prior to transferring to the LuxC active site 5. Higher amount of 

LuxE in the system can lead to generate more acyl-AMP intermediates. On the other hand, 

when the ratio of LuxC:LuxE increases to 2:1, the signal exhibits a similarity to the 1:1 ratio, 

and exhibited negative effect when the ratio reached to 4:1. This may be caused an improper 

oligomerization of LuxC and LuxE, resulting in a conformational change of the multienzyme 

complex and a decrease in signal. Therefore, it is necessary to investigate and confirm the 

presence of polymerized multicomplex enzymes.  

In addition, the substrate specificity of LuxCE to convert aldehydes was evaluated 

(Figure 5D). The results indicated that myristic acid (C14) exhibited the highest light signal 

among the fatty acid substrates, while luaric acid (C12) and palmitic acid (C16) did not 

significantly differ in their signals. On the other hand, hexanoic acid (C8), decanoic acid 

(C10) and aromatic substrate benzoic acid (C6) showed significantly decreasing signals when 

compared with myristic acid. This suggests that myristic acid (a long-chain fatty acid) might 
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best accommodate to LuxCE active site. While the LuxCE active site might not be suitable 

for short-chain fatty acids and aromatic substrates. This is consistent to the previous study 

indicating specificity to aliphatic long chain acids5. 

 

 
 

Figure 5. Bioluminescent based determination of LuxCE activity. (A) and (B) The 

effect of LuxCE concentration. (C) The effect of LuxC:LuxE ratio and (D) The effect of acid 

substrates on aldehyde generation by LuxCE. *aromatic fatty acid 

  

Conclusion:  

In summary, we succeeded to express and purify fatty acid reductase, LuxCE and 

established the bioluminescence-based assay for LuxCE. The enzyme could actively function 

to convert fatty acid to aldehydes and specific toward aliphatic and long-chain fatty acids. 

The increase of LuxE ratio relative to LuxC resulted to enhance substrate conversion activity.  
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Abstract:  

The aim of this study was to develop the alternative method for simultaneous detection of 

curcumin and alpha-mangostin in oil sample using HPLC-VWD. The chromatographic 

system for the quantification of curcumin and alpha-mangostin was carried out using a 

Hypersil ODS C18 column (4.0 x 250 mm, 5 µm particle size) at 25°C with gradient elution 

of a mobile phase consisting of methanol, 2% formic acid in water, and acetonitrile at a flow 

rate of 1.0 mL/min. The absorption wavelengths for curcumin and alpha-mangostin were 

monitored at 425 nm and 320 nm, respectively, (gradient wavelength). Under the optimal 

HPLC-VWD conditions, linearity was achieved in the concentration range of 0.01-10 mg/g 

for both analytes. The LODs of curcumin and alpha-mangostin were 0.0025 mg/g, and the 

LOQs were 0.0050 mg/g, the accuracies of curcumin and alpha-mangostin were 92.93 ± 

0.79% and 95.37 ± 0.99% recovery, respectively, and the repeatability precisions were 0.46% 

and 0.94% RSD, respectively, with all values meeting the acceptable criteria according to 

AOAC. The developed method not only simplicities of the extraction process, but also short 

analysis time, good accuracy and repeatability precision. Moreover, the alternative method 

for simultaneous detection of curcumin and alpha-mangostin with HPLC-VWD was 

successfully and can be applied the queue in lab-booking to increase the hour of self-service 

instrument at the Office of Scientific Instrument and Testing, Prince of Songkla University, 

Songkhla, Thailand. 

 

Introduction:  

Curcumin (Figure 1.A) is a natural product isolated as a main active ingredient in turmeric 

(Curcuma longa). It is native to Southeast Asia but is popular around the world. Claims about 

the health benefits of curcumin abound. Traditionally, it has been used in Asian countries as a 

medical herb due to its antioxidant, anti-inflammatory, antimutagenic, antimicrobial, and 

anticancer properties.6,10 Alpha-mangostin (Figure 1.B) is the major component and bioactive 

compound, and it has been widely used as a traditional medicine for treatment of abdominal 

pain, diarrhea, dysentery, infected wound, suppuration, chronic ulcer,9 anti-inflammatory, 

antibacterial, and anticancer effects.5 So, the customer interested and required the quantitative 

analysis of curcumin and alpha-mangostin using HPLC technique. 

 Consequently, from the customer data and literature reviews, curcumin1,3,6 and alpha-

mangostin2,5,9 can be detected by HPLC technique, but it has not yet been reported for 

simultaneous detection. Moreover, the maximum absorption wavelength of each compound 

was different. So, the suitable detectors of HPLC used for the detection are diode array 

detector (DAD) and variable wavelength detector (VWD) to provide a high sensitivity, good 

resolution and precision.7,8 In case of DAD, the scientist and customer a lot of booking the 

HPLC-DAD queue, this causes customers to wait long times to test sample. Thus, the aim of 

this study was to develop an analytical method and sample preparation technique for 

simultaneous detection of curcumin and alpha-mangostin in oil sample. 

217



2   
 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

                       
(A)                  (B) 

Figure 1. The molecular structure of curcumin (A) and alpha-mangostin (B).  
 

 In addition, a sample preparation technique was important and required prior to 

instrumental analysis. In this work, to develop a sample preparation for the extraction process 

of curcumin and alpha-mangostin in oil sample as shown in Figure 2. 

  

 
Figure 2. The extraction process of curcumin and alpha-mangostin in oil sample. 

 

Methodology:  

Chemical and standard: Curcumin (purity ≥ 98%,) and Alpha-mangostin (purity > 98%) 

were purchased from Axxo Chemicals and Services Co.,Ltd. Methanol and Acetonitrile 

(HPLC grade, RCI Labscan Limited, Bangkok, Thailand) were purchased from High Science 

Limited Partnership. Formic acid (98-100%, Merck, Darmstadt, Germany) was purchased 

from A & A Reagent Limited Partnership. Water Purification System, Human Corporation, 

Zeneer navi UP 900, Korea. 

Instruments: High Performance Liquid Chromatograph-Variable Wavelength Detector 

(HPLC-VWD), Agilent Technologies, 1100 series, Germany. High Performance Liquid 

Chromatograph-Diode Array Detector (HPLC-DAD), Agilent Technologies, 1200 series, 

Germany. Hypersil ODS C18 column (4.0 x 250 mm, 5 µm particle size), Agilent 

Technologies. Analytical balance 5 digits, Mettler Toledo XP205, Switzerland. Centrifuge, 

Eppendorf, 5430 R, Germany. Ultrasonic Cleaners, Elma sonic e30H, United States. Vortex 

Mixer Genie 2, Scientific Industries, G560E, United States.  

Mobile phase preparations: Methanol (HPLC grade), 2% formic acid in water and 

acetonitrile (HPLC grade) were filtered through 0.45 µm of nylon membrane filter and 

degassed by ultrasonication before use. A 2% formic acid in water should be freshly 

prepared. 
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Preparation of stock standard and working standard: 10 mg of curcumin and alpha-

mangostin were dissolved with methanol in 10 mL of volumetric flask to obtain a stock 

standard and kept in freeze (-20 ºC). Diluted a stock standard with methanol to achieve the 

working standard in the concentration range of 0.1-100 mg/L  

Oil sample preparation: Weighed the oil sample 0.1 g approximately in bottle and protected 

the light with aluminium foil, added 2.0 mL of methanol, vortex 15 seconds and set aside to 

complete separation about 20 min., then collected the sample solution put in a 10 mL of 

volumetric flask. The extraction process was repeated twice and adjusted final volume with 

methanol. The extracted sample solution was filtered through 0.45 µm of nylon membrane 

filter before injecting to HPLC-VWD or HPLC-DAD system. 

Analytical performances: The analytical performances of the developed method were based 

on AOAC method (AOAC, 2016)4 including, 

Linearity: The linearity of curcumin and alpha-mangostin were investigated, the calibration 

curves were plotted between the peak area and the concentration of each standard to obtain 

the linear range; it was determined by considering the correlation coefficient (r) greater than 

0.995.  

Limit of detection (LOD): The LOD is generally determined at the lowest concentration of the 

standard that can be distinguished between signal response and baseline noise to establish the 

minimum concentration that gave the signal to noise ratio greater than or equal to 3 (S/N ≥ 3). 

Limit of quantitation (LOQ): The LOQ is generally performed by comparing the signal 

response and baseline noise to establish the minimum concentration that gave the signal to 

noise ratio greater than or equal to 10 (S/N ≥ 10). 

Accuracy: The accuracy of the developed method was investigated in terms of %recovery. 

Oil sample extract was spiked with the curcumin and alpha-mangostin standard to obtain the 

final concentration of 2.00 mg/g.  

Repeatability precision: The precision of the developed method was also investigated by 

considering the percent relative standard deviation (%RSD) within ten replicates (n=10).  

 
Results and Discussion:  

Preliminary test of HPLC-DAD 

Generally, the HPLC-DAD, Agilent Technologies, 1200 series, was used to preliminary 

studies can be set the different wavelength for each standard up to 8 wavelengths at the same 

time. The preliminary experiment checks the chromatogram of the standard when using the 

DAD as a detector. The result as shown in Figure 3., the chromatogram of each standard was 

separated window channel according to the wavelength set (DAD channel A, 320 nm for 

alpha-mangostin) and (DAD channel B, 425 nm for curcumin), this makes it difficult to 

interpret the results. In addition, to increase the challenge of the work, develop an analytical 

method for simultaneous detection of curcumin and alpha-mangostin under gradient 

wavelength using HPLC-VWD instead. 
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Figure 3. The HPLC-DAD chromatogram in the separate window channel of curcumin (A) 

and alpha-mangostin (B) standard (25 mg/L). 

 

Preliminary test of HPLC-VWD 

To resolve the problem from HPLC-DAD, the HPLC-VWD, Agilent Technologies, 1100 

series was also used to preliminary studies for the determination of curcumin and alpha-

mangostin under the gradient elution. However, it has set only a single wavelength for each 

injection at 425 nm for curcumin and 320 nm for alpha-mangostin (Figure 4.), that causes 

waste time for analysis. 

 

 
Figure 4. The HPLC-VWD chromatogram of curcumin and alpha-mangostin. 

 

 

 

 

220



 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

Optimization of HPLC conditions under gradient elution and gradient wavelength 

The optimal HPLC conditions for simultaneous detection of curcumin and alpha-mangostin 

as shown in Table 1. 

 

Table 1. The optimal HPLC-VWD conditions for the simultaneous detection of curcumin 

and alpha-mangostin. 

High Performance Liquid Chromatograph (HPLC-VWD conditions) 

- Column: Hypersil ODS C18 column (4.0 x 250 mm, 5 µm particle size) 

- Column temperature: 25 °C 

- Flow rate: 1.0 mL/min 

- Mobile phase: 

Mobile phase compositions (Gradient elution program) 

Time (min) Methanol (%) 
2% formic acid 

in water (%) 
Acetonitrile (%) 

 0 80 20 0 

 5 80 20 0 

 6 0 20 80 

 15 0 10 90 

 20 80 20 0 

- Detector: 
Variable wavelength detector (Gradient wavelength program) 

Time (min) Wavelength (nm) Compound name 

 0 - 6 425 Curcumin 

 7 - 20 320 Alpha-mangostin 

 

Under the optimal HPLC-VWD conditions, the chromatogram of curcumin and alpha-

mangostin exhibited sharp peak, good resolution, short analysis time and simultaneous 

detection (Figure 5). 

 

 
Figure 5. The HPLC-VWD chromatogram in the same window channel under gradient 

wavelength of curcumin and alpha-mangostin standard (100 mg/L). 

 

 

 

221



2   
 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

Analytical performances 

Linearity: The linear range of the developed method was obtained in the concentration range 

of 0.01-10 mg/g with correlation coefficient (r) of 0.99988 and 0.99991 for curcumin and 

alpha-mangostin, respectively. 

Limit of detection (LOD): The LOD of the developed method based on S/N ≥ 3 was obtained 

at 0.0025 mg/g. 

Limit of quantitation (LOQ): The LOQ of the developed method based on S/N ≥ 10 was 

obtained at 0.0050 mg/g. 

Accuracy: The accuracy of the developed method was evaluated in terms of %recoveries 

were shown in Table 2.** Satisfactory recoveries were achieved 92.93 ± 0.79% and 95.37 ± 

0.99% for curcumin and alpha-mangostin, respectively, with final concentration 20 mg/L 

(2.00 mg/g at sample weight 10 mg approximately) for both analytes, which acceptable 

recovery criteria of AOAC, 2016.4 

Repeatability precision: The repeatability precision of the developed method was considered 

by the percent relative standard deviation (%RSD) in oil samples were shown in Table 2.* 

The %RSD of the developed method were obtained 0.46% and 0.94% for curcumin and 

alpha-mangostin, respectively, which acceptable repeatability precision criteria of AOAC, 

2016.4 

 

Table 2. The accuracy and repeatability precision of the developed method. 

Replicate no. 
Amount in oil sample (mg/g)* Accuracy (%recovery)** 

Curcumin Alpha-mangostin Curcumin Alpha-mangostin 

1 2.41 1.96 92.40 96.71 

2 2.41 1.96 92.35 96.24 

3 2.40 1.96 93.77 96.53 

4 2.41 1.96 93.54 96.44 

5 2.44 2.00 92.34 94.54 

6 2.42 1.99 93.65 94.98 

7 2.43 2.00 92.01 94.18 

8 2.42 1.99 93.30 94.78 

9 2.43 2.00 91.95 94.47 

10 2.42 2.00 93.97 94.84 

Mean** 2.42 1.98 92.93 95.37 

SD 0.01 0.02 0.79 0.99 

%RSD* 0.46 0.94 0.85 1.03 

**The accuracy (%recovery) of the developed method in oil sample (n=10). 

*The repeatability precision (%RSD) of the developed method in oil sample (n=10). 
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 Under the optimal HPLC-VWD conditions, the analytical performances of the 

developed method are summarized in Table 3. 

 

Table 3. Summary the analytical performances of the developed method. 

Parameters 
Optimal conditions 

Curcumin Alpha-mangostin 

- Regression equation y = 164.74932x + 48.36004 y = 61.81520x + 18.20486 

- Correlation coefficient (r) 0.99988 0.99991 

- Linearity, mg/g 0.01-10 0.01-10 

- Limit of detection (LOD), mg/g 0.0025 0.0025 

- Limit of quantitation (LOQ), mg/g 0.0050 0.0050 

- Accuracy (%recovery), (n=10) 92.93 95.37 

- Repeatability precision (%RSD), (n=10) 0.46 0.94 

 

Oil sample analysis: The developed a sample preparation technique for the extraction process 

were successfully and could be applied for simultaneous detection of curcumin and alpha-

mangostin, the results are shown in Table 4. Recoveries of curcumin and alpha-mangostin in 

oil samples were obtained in the range of 98.48-101.00% and 91.41-107.61%, respectively, 

with acceptable criteria of AOAC.4 Under the optimal conditions, the peak of curcumin and 

alpha-mangostin in oil sample could be separated from the others matrix (Figure 6). 

 

 

 
Figure 6. The chromatogram of curcumin and alpha-mangostin in oil sample (A) and 

standard spiked in oil sample extracted (B). 
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Table 4. The %recoveries of curcumin and alpha-mangostin in oil sample. 

Sample 

No. 

Amount in oil sample  

± SD* (mg/g)  Standard 

spiked 

(mg/g) 

Final content  

± SD* (mg/g) %Recovery  

Curcumin 
Alpha-

mangostin 
Curcumin 

Alpha-

mangostin 
Curcumin 

Alpha-

mangostin 

No.1 
1.46 ± 

0.02 

1.08 ± 

0.01 
2.00 

3.45 ± 

0.01 

3.06 ± 

0.003 
99.50 99.00 

No.2 
1.73 ± 

0.13 

1.10 ± 

0.09 
2.00 

3.75 ± 

0.005 

3.17 ± 

0.002 
101.00 103.50 

No.3 
2.24 ± 

0.01 

1.77 ± 

0.01 
1.97 

4.18 ± 

0.01 

3.89 ± 

0.01 
98.48 107.61 

No.4 1.02 ± 

0.01 

0.92 ± 

0.004 
1.97 

2.97 ± 

0.004 
 

2.99 ± 

0.01 
98.98 105.08 

No.5 
2.02 ± 

0.03 

1.32 ± 

0.01 
1.98 

3.97 ± 

0.01 
 

3.13 ± 

0.01 
98.48 91.41 

*SD: The standard deviation (n=2) 

 

Conclusion:  

The developed alternative method and sample preparation were successfully established for 

the simultaneous detection of curcumin and alpha-mangostin in oil sample. It has several 

advantages including simplicity of extraction process, good accuracy and precision. The 

linearity was obtained 0.01-10 mg/g, the LODs of curcumin and alpha-mangostin were 

obtained 0.0025 mg/g, the LOQs of curcumin and alpha-mangostin were obtained 0.0050 

mg/g, the accuracy was obtained 92.93 ± 0.79% and 95.37 ± 0.99% recovery for curcumin 

and alpha-mangostin, respectively, and the repeatability precision was obtained 0.46% and 

0.94% RSD for curcumin and alpha-mangostin, respectively, with the acceptable criteria 

according to AOAC. Moreover, the developed method and sample extraction process were 

applied to the new service at the Office of Scientific Instrument and Testing, Prince of 

Songkla University (OSIT-PSU), Songkhla, Thailand. 
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Abstract:  

 Zingiberaceae is another type of herbal plant commonly consumed. They have a 

special characteristic: all parts of the plant emit the fragrance of essential oils, making them 

useful as spices. Additionally, they possess antioxidant properties. Most of the antioxidant 

compounds found in these herbs include polyphenolic compounds such as gallic acid and 

flavonoids such as rutin. The objective of this research is to simultaneously analyze the 

amount of gallic acid and rutin in methanol extracts from plants in the ginger family, 

including ginger, turmeric, cardamom, and zedoary, using high-performance liquid 

chromatography (HPLC). The optimal conditions for the analysis are as follows: use of a C18 

column (4.0 mm × 250 mm), elution with acetonitrile and 0.10% formic acid (80:20 by 

volume) in isocratic mode at a flow rate of 1.20 mL min-1, and detection with a photodiode 

array at a wavelength of 268 nm. The results showed that zedoary contained the highest 

amounts of gallic acid and rutin, measuring 416.56 ± 0.04 and 58.42 ± 0.25 mg kg-1, 

respectively, followed by cardamom, turmeric, and ginger. These results demonstrate that 

HPLC is an effective technique for analyzing gallic acid and rutin in ginger family plant 

samples. 

 

Keywords: Zingiberaceae, HPLC, Gallic acid, Rutin 

 

 

Introduction: 

Consumers today are increasingly health-conscious, leading to the development of 

various herbal products such as supplements, cosmetics, beverages, and health tonics. Among 

these, plants from the Zingiberaceae are particularly popular. These plants are notable for 

their aromatic essential oils present in all parts of the plant, making them a common choice 

for spices. Extensive research has been conducted on the diversity of Zingiberaceae plants, 

including studies on their antioxidant properties using DPPH1 techniques and total phenolic 

content2. The ginger family plants studied in this research include ginger, turmeric, 

cardamom, and zedoary. Most antioxidant substances found in herbs include polyphenolic 

compounds, flavonoids, and various vitamins. Rutin3-4 is a type of phytochemical naturally 

occurring as a flavonoid, classified within the bioflavonoid group. It possesses notable 

antioxidant properties and is effective against inflammation, viruses, and microorganisms. 

This compound has garnered significant interest from researchers worldwide, particularly 

since the onset of the COVID-19 pandemic, for its potential in inhibiting the COVID-19 

virus. The chemical structure is shown in Figure 1. 

Gallic acid5, a compound classified under polyphenols, features hydroxyl groups in its 

chemical structure, as shown in Figure 1. This structure allows it to donate electrons to other 

molecules effectively, functioning as an antioxidant. It helps protect cells from oxidative 

reactions and age-related stress, thereby reducing the risk of heart disease and cancer in the 

elderly. 
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Figure 1.  

The structure formulas of rutin and gallic acid. 

 

The aim of this study was to quantitatively analyze the rutin and gallic acid contents 

in the Zingiberaceae samples using high performance liquid chromatography (HPLC)6-8 

technique. 

 

2. Materials and Methods 

2.1 Materials  
The Zingiberaceae samples were collected from Maejo market, located in Chiang Mai, 

Thailand. Rutin and gallic acid standards were purchased from Sigma-Aldrich ( Sigma-Aldrich 

Company, St. Louis, MO, USA). Chemicals including methanol, acetonitrile, formic acid and 

other solvents and reagents used in the HPLC analysis were purchased from Merck 

( Darmstadt, Germany).  All chemicals and reagents used in the study were of an analytical 

grade.  Ultrapure water was obtained by a Milli-Q purification system (Millipore, Billerica, MA, 

USA).  

 

2.2 Sample preparation 
First, clean the herbal samples and cut them into small pieces. Next, dry the pieces at 60 

degrees Celsius for 72 hours. After drying, grind the material into a fine powder using a 

mortar and pestle. Measure 3.000 grams of each powdered herbal sample and transfer them 

into a 25 mL Erlenmeyer flask. Immerse the samples in 10.00 mL of methanol solution, then 

seal the flask with aluminum foil and fasten it securely with a rubber band. Place the flask in 

a temperature-controlled shaker set at 25 degrees Celsius for 24 hours. After this period, filter 

the mixture using No. 1 filter paper, then evaporate the solution at 60 degrees Celsius until it 

is nearly dry. Allow the residue to cool. Dissolve the residue by adding a small amount of 

methanol solution, then transfer it into a 25 mL volumetric flask. Adjust the volume to 10 mL 

with methanol and filter the solution through a 0.22-micron filter. Analyze the prepared 

solution using high-performance liquid chromatography (HPLC). 

 

2.3 Validation and quantification 

       The method for rutin and gallic acid analyses were validated by HPLC11 including 

linearity, limit of detection (LOD), limit of quantification (LOQ), precision and accuracy. 

LOD and LOQ were determined on signal-to-noise ratios by 3 and 10, respectively. The 

accuracy was assessed by calculating recovery from samples spiked with mixed standards 

and calculated. The precision was expressed as the RSD. The precision of analyses was 

investigated by determining five times on the same day and five times on 3 different days. 
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2.4 Determination of rutin and gallic acid 

The HPLC (Hewlett Packard Series 1100, Waldbronn, Germany) system was equipped 

with hypersil ODS C18 (250 × 4 mm I.D., 5 μm particle). The isocratic mobile phase consists 

of solvent A (acetonitrile) and solvent B (0.1% formic acid)9 at ratio 80:20 (v/v) at flow rate 

of 1.20 mL min-1.   The concentrations of rutin and gallic acid were calculated based on the 
absorbance at 268 nm using photodiode array detector, which is like previous work by 

Idaresit et al.10 The concentrations of rutin and gallic acid standards were in the range of 0.01-
10.00 mg L-1.  
 

3. Results & Discussion 

The retention times for gallic acid and rutin were 3.32 and 8.09 minutes, respectively. 

Figure 2 shows the chromatograms for the rutin and gallic acid standards and samples. The 

results indicated a linear calibration curve between peak areas and concentrations (mg L-1) of 

gallic acid and rutin in the range of 0.10-10.00 and 0.50-10.00 mg L-1 with correlation 

coefficients of 0.9979 and 0.9994, respectively. The limit of detection (LOD) and limit of 

quantification (LOQ) for gallic acid were 0.020 mg L-1 and 0.067 mg L-1, respectively, while 

for rutin they were 0.130 mg L-1 and 0.434 mg L-1. The calibration curve presented in Figure 

3. The recovery rates of rutin and gallic acid in spiked herbs at concentrations of 3 and 5 mg 

L-1 ranged from 98% to 105%. The relative standard deviation was 1.36% for rutin and 

0.99% for gallic acid (n=12). Results of the method validation are presented in Table 1.  

 
Table 1. 

Results of the method validation for the determination of gallic acid and rutin in Zingiberaceae 

samples using HPLC. 

Analytes Linear range (mg L-1) Calibration curve R2 LOD 

(mg L-1) 

LOQ 

(mg L-1) 

Gallic acid 0.10-10.00 Y=15.429x+9.269 0.9979 0.020 0.067 

Rutin 0.50-10.00 Y=8.4057x+2.5571 0.9994 0.130 0.434 
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Figure 2. 

The chromatograms of gallic acid and rutin in a standard solution (a), ginger (b), turmeric (c),       

        cardamom (d), and zedoary (e). When 6.00 mg L-1 of rutin and gallic acid were used in the 

standard solution. 
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Figure 3. 

The standard calibration curves of gallic acid and rutin.  
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The measured concentrations of rutin and gallic acid are shown in Table 2. The rutin 

content in the four samples ranged from 4.40 ± 0.10 to 58.42 ± 0.25 mg kg-1, while the gallic 

acid content ranged from 13.76 ± 0.04 to 416.56 ± 0.40  mg kg-1. Zedoary had the highest 

concentration of rutin among the samples, whereas ginger had the lowest. Similarly, zedoary 

exhibited the highest concentration of gallic acid, and ginger had the lowest. 

 

Table 2. 
The concentration of rutin and gallic acid in the Zingiberaceae samples. 

Sample 
Concentration (mg kg-1)  SDa 

Gallic acid %RSD Rutin  %RSD 

Ginger 13.76 ± 0.04 0.29 4.40 ± 0.10 2.27 

Turmeric  200.34 ± 0.08 0.04 5.40 ± 0.04 0.74 

Cardamom 92.39 ± 0.04 0.04 4.48 ± 0.04 0.89 

Zedoary 416.56 ± 0.40 0.10 58.42 ± 0.25 0.43 
a Standard deviation from triplicate measurements 

 

4. Conclusion 

      In this study, HPLC was utilized as a simple and rapid method for the simultaneous 

determination of rutin and gallic acid in Zingiberaceae samples. The optimized HPLC 

conditions ensured excellent selectivity and specificity in the separation of rutin and gallic 

acid within these samples. 
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Abstract: 

Bisphenol A and its derivatives are commonly used as additives in plastics and epoxy 

resin production. Exposure to these contaminants may cause toxicity to the endocrine and 

genetic systems. A polypyrrole-coated luffa fibers sorbent was developed for the extraction 

of bisphenol A and derivatives and analysis by high-performance liquid chromatography with 

a diode array detector. Under the optimum conditions, good linearity in the range of 0.05 to 

100 mg L-1 for bisphenol A and derivatives was achieved. The limits of detection were 0.05, 

0.05, and 0.50 mg L-1, and the limits of quantitation were 0.50, 0.50 and 0.50 mg L-1 for 

bisphenol A (2,3-dihydroxypropyl) ether (BADGE.2H2O), bisphenol A (BPA), and bisphenol 

A (2,3-dihydroxypropyl) glycidyl ether (BADGE.H2O), respectively. The developed sorbent 

can extract the analytes within 15 minutes from the spiked solution at a concentration of 0.5 

mg L-1. The method provided good extraction recovery of 40.11%, 57.85%, and 45.59% for 

BADGE.2H2O, BPA and BADGE.H2O, respectively. The sorbent preparation and extraction 

are simple, easy, and low-cost. Moreover, the developed sorbent has potential application for 

extracting analytes from the real sample. 

 

Introduction: 

Bisphenol A (BPA) is a chemical widely used in certain industries, particularly in 

synthetic polymers and thermal paper. It is commonly found in products such as plastic 

containers, toys, tableware, medical devices, and polycarbonate bottles, among others, which 

can release BPA at room temperature 1. BPA is an estrogenic substance that is toxic to living 

organisms and can cause genetic and cellular toxicity, mutations, and carcinogenic effects. 

BPA may cause various health issues in humans, such as obesity, diabetes, and heart disease 
2. Humans are typically exposed to BPA through food, but it can also come from 

contaminated water and air 3. The United States Environmental Protection Agency (US EPA) 
estimated a reference does of 50 µg kg-1 bw day-1 for BPA 4. For this reason, analytical 

methods for the determination of trace bisphenol A and derivatives are necessary.  

Based on the study of research analyzing bisphenol A, it was found that adsorbents 

used include polypyrrole and nanosilica coated on steel wires 5. Therefore, the researcher 

became interested in and developed an adsorbent by coating polypyrrole onto natural fibers to 

analyze bisphenol A and its derivatives. Analytical methods that have been developed to 

determine bisphenol A and derivatives are generally based on chromatographic techniques 

such as gas chromatography (GC) and liquid chromatography (LC). However, GC requires a 

derivatization procedure to improve the limit of detection and LC provides low sensitivity as 
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well as it need to couple with a sensitive detector 6. High-performance liquid chromatography 

with diode array detection ( HPLC-DAD)  was used in this study as this technique provide 

high sensitivity and high selectivity.  

In this study, luffa (LF) fibers were coated with polypyrrole to enhance the adsorption 

efficiency for bisphenol A and its derivatives. Among various alternative adsorbents, Luffa 

cylindrica (LF) is a subtropical plant in the Cucurbitaceae family. Due to its environmentally 

friendly properties, structure, and morphology (e.g., naturally occurring, biodegradable, non-

toxic, low cost, highly porous, tough, strong, lightweight, and rigid) 7, luffa fibers gained 

attention for being used as an adsorbent. Luffa fibers consist of 60% cellulose, 30% 

hemicellulose, and 10% lignin. This lignocellulosic material has a micro sponge structure 

with 200–500 microcellular fibers, making it a promising adsorbent material 8. Polypyrrole 

(PPy) is a conductive polymer characterized by properties such as high electrical 

conductivity, good environmental and chemical stability, high porosity, ease of synthesis, 

non-toxicity, and low cost 9. This polymer is often used in adsorption studies because it can 

reversibly switch between charged and neutral states, enabling it to adsorb various types of 

contaminants 10. 

Prior to instrumental analysis, sample preparation is always required due to the 

complexity of food and environmental samples. The conventional sample preparation 

techniques are labor-intensive and require sequential steps to improve the accuracy of the 

analysis. Thus, solid phase extraction ( SPE)  is the most desire technique, which has the 

ability to provide a high extraction efficiency for BPA 11. However, there is still a 

requirement to develop the technique to be simple to prepare, easy for extraction, and 

environmentally friendly. Based on the properties of luffa fibers and mainly on the properties 

of PPy, it is expected that PPy-coated luffa fibers may enhance its capacity to adsorb analyte 

from real sample.  

Therefore, this work focuses on developing PPy-coated luffa fibers sorbent for 

determination bisphenol A and derivatives, and their using HPLC-DAD. 

 

Materials and Methods: 

(a) Materials 

BPA (9 9 % purity)  was purchased from Sigma-Aldrich Chemie (St. Louise, USA) , 

BADGE.2H2O (95%) and BADGE.H2O (97%) were purchased from Sigma-Aldrich Chemie 

(St. Louise, Switzerland). Acetonitrile, ethanol, methanol, acetone and isopropyl alcohol were 

purchased from RCI Labscan (Bangkok, Thailand). Ferric chloride anhydrous (FeCl3) solid 

(99%) was purchased from LOBA Chemie (Mumbai, India). Pyrrole (98%) was purchased 

from Sigma-Aldrich Chemie (St. Louis, China). 
 

(b) Instrument 

The HPLC analysis was carried out using an Agilent HPLC 1200 system equipped 

with diode array detector (DAD). A reversed-phase VertiSepTM UPS C18 column (4.6×150 

mm, 5µm, protected by VertiSepTM UPS C18 guard column ( 4.6×50 mm, 5µm, Vertical 

Chromatography, Thailand) , was used for the separation. The mobile phase is composed of 

43% acetonitrile and 57% water. The flow rate of the mobile phase was set at 0.80 mL min-1. 

The sample injection volume and the column temperature of the HPLC-DAD system were 

fixed at 10 µL and 25 ºC, respectively. The detection wavelength for bisphenol A and 

derivatives analysis was set at 230 nm. 

A magnetic stirrer ( IKA, U.P.V Service Co., LTD)  and hot air oven ( Memmert, 

Germany)  were used for the sorbent cleaning and drying. A vortex mixer ( Vortex G560E, 

Scientific Industries, USA)  and ultrasonic cleaner ( ELMA Model S100H, Germany)  were 
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used in the extraction and desorption process. Rotary evaporator ( Heidolph, Germany)  was 

applied to dry organic solvent. 

 

(c) Optimization of HPLC-DAD 

Various parameters of the HPLC-DAD, i.e., mobile phase composition, flow rate and 

detection wavelength were optimized. The optimization was done with three replications of 

the analysis of 0.5 mg L-1 of bisphenol A and derivatives by varying one parameter, while 

keeping other parameters constant. The optimum conditions were determined by considering 

the good separation, the highest response and the shortest analysis time. 

 

(d) Preparation of LF/Polypyrrole 

The summary of the preparation of sorbent is shown in Figure 1. Firstly, a raw luffa 

sponge was cut into small pieces and put it in the blender. After that, the luffa fibers were 

thoroughly washed with an ethanol-water solution (70:30 v/v)  three times, and oven-dried at 

50 ℃ for 24 h. In the second step, the luffa fibers were coated with polypyrrole (PPy), Three 

grams of clean luffa fiber were placed into a beaker; 300 mL of isopropyl alcohol and 50 mL 

of 0.1 mol L-1 FeCl3 solution were then added and kept under vigorous stirring for 30 min. A 

pyrrole solution of 3 mL was gently added into the beaker and then was cooled down to 4 ℃ 

using an ice bath. The mixture was kept stirring overnight to ensure an adequate 

polymerization of polypyrrole on the luffa fibers. Finally, the excess solution was decanted, 

and PPy-coated luffa fibers were washed with isopropyl alcohol and distilled water and oven-

dried at 50 ℃ for 24 h. 

 

 

 
Figure 1. Schematic presentation of the preparation of LF/Polypyrrole   

 

(e) Extraction and desorption procedure 

The extraction and desorption were performed by immersing 0.02g of polypyrrole-

coated luffa fibers sorbent in a glass vial containing 2.0 mL of spiked standard solution of 

bisphenol A and derivatives (0.5 mg L-1). Then, the extraction was carried out by vortexing at 

1400 rpm for 2.5 min. After extraction, the supernatant was decanted and 2.5 mL of 

desorption solvent was added to a vial, and the analytes were desorbed by sonication for 15 

min. The desorption solvent (to determine the desorbed amount) and water after extraction (to 

determine the remaining analyte in water after adsorption) were evaporated to dryness before 

re-dissolving with 1 mL of acetonitrile-water solution (43 :57 v/v). The solution was filtered 

into an autosampler vial with a syringe filter and was injected into the HPLC-DAD system 

for analysis. The process was schematically described in Figure 2.    
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Figure 2. The extraction and desorption procedure of PPy-coated luffa fibers sorbent for 

extraction of bisphenol A and derivatives 

 

Results and Discussion: 

(a) Optimization of the HPLC-DAD conditions 

The optimum conditions of HPLC-DAD for the analysis of bisphenol and derivatives 

are summarized in Table 1. The mobile phase composition was studied by varying the 

volume of acetonitrile and ultrapure water. The ratio of 43% of acetonitrile and 57% of 

ultrapure water provided a symmetric peak and can be separated all three analytes with the 

shortest analysis time. Therefore, it was chosen as the optimum mobile phase composition. 

The flow rate of the mobile phase was investigated from 0.4 to 1.0 mL min-1. Flow rate at 0.8 

mL min-1 was found to be good separation with a total analysis time of 15 min. Thus, the 

maximum flow rate was fixed at 0.8 mL min-1. Detection wavelength was the main factor 

affecting the response ( peak area)  of the analytes. It varied from 200 to 235 nm. The 

maximum peak area was obtained at the detection wavelength of 230 nm, and therefore it was 

the optimum detection wavelength. The chromatogram under optimum conditions is shown in 

Figure 3. 

The analytical performances of HPLC-DAD for the analysis of bisphenol A and 

derivatives were summarized in Table 2. The linearity for BADGE.2H2O, BPA, and 

BADGE.H2O were obtained in the range of 0.05 to 100 mg L-1 with a good coefficient of 

determination, R2 = 0.9995, 0.9999 and 0.9996, respectively as shown in Figure 4. The limit 

of detection (LOD) and limit of quantitation (LOQ) were evaluated by the IUPAC guidelines. 

The limit of detection (LOD)  was calculated by a signal-to-noise ratio of 3:1 (S/N≥3) .  The 

limit of quantitation (LOQ) was determined by a signal-to-noise ratio of 10:1 (S/N≥10). The 

linearity, LOD and LOQ are shown in Table 2. 

 

Table 1. Optimum conditions of HPLC-DAD 

HPLC-DAD parameter Investigated conditions Optimum condition 

Ratio of mobile phase (% ACN: 

%H2O) 
40:60, 43:57, 45:55 and 

50:50 

43:57 

Flow rate (mL min-1) 0.4, 0.6, 0.8 and 1.0 0.8 

Detection wavelength (nm) 220, 225, 230 and 230 230 

 

Table 2. Analytical performance of HPLC-DAD for the analysis of bisphenol A and 

derivatives 

Analyte Linear range (mg L-1) LOD (mg L-1) LOQ (mg L-1) 

BADGE.2H2O 0.05-100 0.05 0.10 

BPA 0.05-100 0.10 0.50 

BADGE.H2O 0.05-100 0.50 0.50 
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Figure 3. The chromatogram under optimum conditions at concentration 1.0 mg L-1,  

BADGE.2H2O (tR=3.3 min), BPA (tR=11.2 min) and BADGE.H2O (tR=12.3 min), 

respectively 
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Figure 4. Linearity of target analytes under optimum conditions, BADGE.2H2O (a) BPA (b)  

and BADGE.H2O (c) 

 

(b) Optimization of desorption procedure 
The type of desorption solvent plays a crucial role in the elution of analytes from the 

sorbent. In the developed method, the desorption efficiency of target analyte varies depending 

on the polarity of organic solvent used. In the desorption step, four organic solvents, 

including methanol, acetone, ethanol and acetonitrile, were studied. The polarities of 

methanol and acetone were 5.1, 5.2 for ethanol, and 5.8 for acetonitrile, respectively. The 

results in ( Figure 5a)  showed that acetonitrile provided good desorption recoveries of 

40.11%, 57.85% and 45.59% for BADGE.2H2O, A BPA and BADGE.H2O, respectively. 

This might be due to the highly polar nature of acetonitrile, can interact with target analytes 

via hydrogen bonding, hydrophobic interaction, π-lone pair interaction and π-π interaction. 

Thus, it can elute the analyte from the adsorbent more effectively than methanol, ethanol and 

acetone. Acetonitrile, therefor, was selected as the suitable desorption solvent for subsequent 

studies. 
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Figure 5. Effect of desorption solvents on percent of adsorption 

 

Conclusion: 

The developed PPy-coated luffa fibers showed the possibility and capability of being 

used as a sorbent in vortex-assisted solid-phase extraction of bisphenol A and derivatives. 

Under the optimum conditions, good linearity in the range of 0.05 to 100 mg L-1 for bisphenol 

A and derivatives was achieved. The limits of detection were 0.05, 0.05, and 0.50 mg L-1, and 

the limits of quantitation were 0.50, 0.50 and 0.50 mg L-1 for bisphenol A (2,3-

dihydroxypropyl) ether ( BADGE.2H2O) , bisphenol A ( BPA) , and bisphenol A (2,3-

dihydroxypropyl) glycidyl ether ( BADGE.H2O) , respectively. The developed sorbent can 

extract the analytes within 15 minutes from the spiked solution at a concentration of 0.5 mg 

L-1. The method provided good extraction recovery of 40.11%, 57.85%, and 45.59% for 

BADGE.2H2O, BPA and BADGE.H2O, respectively. However, further adjustment for the 

parameters that affect the extraction and desorption conditions will be needed to achieve 

more accurate results.  
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Abstract: 

Roxarsone (ROX), a growth enhancer in poultry and swine, has the potential to 

improve weight gain and prevent coccidiosis. Excessive use of ROX may lead to its 

accumulation in animal tissues, potentially contaminating food products and posing health 

risks to humans through consumption. This research aims to develop an electrochemical 

sensor based on a magnetic screen-printed graphene electrode (mSPGE) modified with a 

highly selective molecularly imprinted polymer (MIP) for the determination of ROX with 

enhanced sensitivity and selectivity. Typically, an applied magnetic field at the mSPGE could 

accelerate mass transport at the electrode surface through the magnetohydrodynamic (MHD) 

effect, leading to improved electrochemical responses and consequently increased sensitivity 

in the detection. The mSPGE was subsequently modified with MIP via electropolymerization 

using cyclic voltammetry (CV), with o-phenylenediamine (o-PD) serving as the functional 

monomer and ROX as the template. All experimental parameters related to the electrode 

modification with MIP were thoroughly investigated to achieve optimal sensitivity and 

selectivity for detection. The analytical performance of the resulting MIP/mSPGE sensor 

towards ROX oxidation was then evaluated using differential pulse voltammetry (DPV). 

Under optimal conditions, the sensor exhibited high sensitivity and good selectivity for the 

determination of ROX with a linear range of 0.03 to 0.1 mM. Limits of detection (LOD) and 

quantification (LOQ) were found to be 0.015 mM and 0.051 mM, respectively. 

 

Introduction:  

Roxarsone (ROX), also identified as 3-nitro-4-hydroxyphenylarsonic acid, depicted in 

Figure 1, is an organoarsenic compound extensively used in the poultry and swine industries 

to treat coccidiosis, a disease caused by enteric parasites (1). ROX has also been widely 

employed as a growth promotor to stimulate weight gain in animals and birds (2). However, 

more than 90% of ROX is not metabolized and is excreted unchanged in animal’s waste, 

which may eventually be present in the environment in the form of water-soluble toxic 

arsenicals. Literally, the permissible limit for total arsenic concentration in soil is 15 mg/kg 

(3). Nevertheless, the biodegradation of ROX in the environment, leading to the formation of 

toxic arsenic species, may result in a total arsenic concentration to reach 50 mg/kg, 

significantly exceeding the established safety limit (3). This has raised concerns regarding its 

environmental impact and potential human health risks (4). Consequently, ROX has been 

banned in several countries, including Australia, Canada, China, the EU, Malaysia, and the 

US (2). Additionally, the use of ROX has been associated with various health problems in 

humans, including an increased risk of bladder, lung, and skin cancers, cardiovascular 

diseases, diabetes, and cognitive deficits (3). Due to these risks, it is crucial to develop 

sensitive and reliable analytical devices for the ongoing monitoring of ROX contamination in 

the environment and animal products. As reported in the literature, ROX could be determined 

by several methods, such as fluorescence spectroscopy (5), high-performance liquid 
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chromatography (HPLC) (6), gas chromatography (GC) (7), and UV-Vis spectroscopy (8). 

However, these methods have some limitations, including high equipment costs, large 

instrumentation, extended detection times, and the requirement for trained personnel.  
 

 
 

Figure 1.  

Chemical structure of ROX (1). 

 

Typically, ROX contains two functional groups that can undergo electrochemical 

reactions. The presence of the nitro group (-NO2) and the hydroxyl group (-OH) can facilitate 

electron transfer reactions, enabling the electrochemical detection of ROX. Basically, these 

electrochemical techniques utilize changes in current or potential resulting from the oxidation 

or reduction of functional groups in the target molecule, thereby providing a means of 

detection and analysis (2). Moreover, electrochemical methods have garnered considerable 

attention due to their low cost, simplicity, high sensitivity, rapid detection, potential for 

miniaturization, and the capability to enhance detection sensitivity and selectivity through 

modification of the electrode surface (9). 

 Currently, molecularly imprinted polymers (MIPs) have been extensively employed in 

electrochemical sensors to enhance their selectivity. Typically, MIPs are synthetic polymers 

that selectively recognize target molecules based on their shape, size, and functional groups 

(10, 11). They consist of three components: template molecule, functional monomer, and 

crosslinker (12). MIPs can be formed using the electrochemical polymerization technique, 

offering control over the thickness of the polymeric film. Therefore, the resulting uniform 

and stable film thickness makes MIPs widely employed in electrochemical sensors, thereby 

enhancing selectivity in detection (13). o-Phenylenediamine (o-PD) is a type of monomer that 

can easily undergo electropolymerization on various conductive materials. Importantly, o-PD 

contains two amino groups (-NH2) that can form hydrogen bonds with template molecules 

during the electropolymerization process, leading to the formation of a highly stable MIP film 

with excellent mechanical and chemical stability (14).  

However, sensors developed with MIPs often exhibit low conductivity and poor 

adsorption capacity, resulting in relatively low sensitivity in the electrochemical response. 

Therefore, magnetoelectrochemistry has recently emerged as an attractive approach to 

enhance overall electrocatalytic performance (15). When a magnetic field (B) is applied to an 

electrochemical cell, it interacts with the charged species and the current density (j), 

generating the Lorentz force (FL), as described by the equation: 

FL = B × j 

The magnitude of FL depends on the magnitudes of B and j, as well as the angle θ between 

them. When B and j are perpendicular to each other, the magnitude of FL reaches its 

maximum value. Under experimental conditions, B is typically perpendicular to the electrode 

surface, which can result in a nonuniform current density, particularly at the edges of the 

electrode. This nonuniformity can lead to rim flow caused by the Lorentz force. Additionally, 

bulges and trapped bubbles may also contribute to rim flow. Both of these phenomena arise 

from magnetohydrodynamic (MHD) effect (15, 16). This effect induces convection in the 

electrolyte, leading to a reduction in the diffusion layer thickness and an increase in mass 
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transport. As the current-limited diffusion-controlled system improves, the sensitivity of the 

sensor also increases (15, 16). 

This research aims to thoroughly investigate the electrochemical behavior of the 

functional groups present in ROX to assess its electrochemical properties. Additionally, the 

study seeks to develop an electrochemical sensor based on a magnetic screen-printed 

graphene electrode (mSPGE) modified with a highly selective molecularly imprinted polymer 

(MIP) for the determination of ROX with enhanced sensitivity and selectivity. 

 

Methodology:  

Apparatus and materials 

 All chemicals used were of analytical grade, and all solutions were prepared using 

Milli-Q water. Graphene and silver/silver chloride conductive inks used for the fabrication of 

the screen-printed graphene electrodes (SPGEs) were purchased from Sun Chemical (UK). 

ROX, o-nitrophenol, nitrobenzene, and phenol were obtained from Sigma-Aldrich (USA). All 

solvents, including acetone and ethanol, were bought from RCL Labscan group (Thailand) 

and Merck (USA). The phosphate buffer solution (PBS) was prepared using sodium 

phosphate monobasic and di-sodium hydrogen phosphate 7-hydrate, which were purchased 

from CARLO ERBA (France) and Panreac AppliChem (Germany), respectively. The pH of 

PBS was adjusted to the desired value using a pH meter at 25 °C. 

All electrochemical measurements were implemented with PGSTAT302N (Autolab, 

the Netherlands) with NOVA software. All electrochemical experiments were conducted at 

room temperature using a three-electrode system based on the fabricated SPGEs. 

Design and fabrication of the SPGEs for electrochemical analysis 

The SPGEs are composed of three electrodes: a 3 mm diameter graphene working 

electrode (WE), a graphene counter electrode (CE), and an Ag/AgCl reference electrode 

(RE), all screen-printed onto a PVC substrate. The production of the SPGEs began with the 

fabrication of RE by screen-printing Ag/AgCl ink onto a PVC sheet using a dedicated RE 

block. Subsequently, the resulting PVC sheet was baked at 55°C for 30 min to remove 

solvent. Following this, the same PVC sheet was employed to screen-print graphene ink 

using another block, resulting in the fabrication of WE and CE segments. These electrodes 

were then baked at 55°C for 1 h to remove solvent and were stored in a desiccator when not 

in use. 

Investigation of electrochemical behavior of ROX 

The electrochemical behavior of ROX was thoroughly investigated using the SPGEs. 

The results were then compared with those of molecules sharing similar functional groups, 

specifically nitrobenzene, o-nitrophenol, and phenol. The oxidation reactions of the studied 

substances were examined using cyclic voltammetry (CV) by first scanning the potential 

towards more positive values, ranging from 0.0 V to +1.2 V (vs. Ag/AgCl). 

Fabrication of the MIP-modified mSPGE 

The bare SPGE was firmly attached to an external magnet with a diameter of 9 mm, 

ensuring that the magnet is positioned underneath all three electrodes. This setup resulted in 

the formation of the magnetic screen-printed graphene electrode (mSPGE). Next, the mSPGE 

was modified with MIP by electropolymerization. This modification was initially performed 

by drop-casting 100 µL of a solution containing 0.5 mM o-PD monomer and 1.0 mM ROX 

template in 0.1 M PBS (pH = 7.0) onto the surface of the mSPGE, covering all three 

electrodes. Next, CV was carried out in a potential range of 0.0 V to +1.20 V (vs. Ag/AgCl) 

at a scan rate of 50 mV/s for 5 cycles, resulting in the formation of MIP. Afterward, the 

template was removed using an electrochemical method as follows: 100 µL of 0.1 M PBS 
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(pH = 7.0) was drop-cast onto the surface of the modified mSPGE, covering all three 

electrodes. Next, CV was scanned in a potential range of +0.70 to +1.50 V (vs. Ag/AgCl) at a 

scan rate of 50 mV/s for 5 cycles. Over-oxidation during this process triggered the release of 

the template during elution (17). After that, the PBS droplet was wiped off, and the modified 

electrode was rinsed with Milli-Q water and dried at 55 °C for 2 min to obtain the 

MIP/mSPGE sensor. A non-molecularly imprinted polymer (NIP) was also prepared in the 

same manner, except that no ROX template was added. 

Optimization for polymerization and template removal of MIP 

The experimental parameters for MIP electropolymerization and template removal 

were optimized by CV using the modified mSPGEs. Within similar optimization procedures, 

both the MIP/mSPGE and the NIP/mSPGE obtained were characterized by detecting 1.0 mM 

ROX via oxidation, and the resulting anodic peak currents were recorded. The difference in 

anodic peak current (ΔI) between the MIP/mSPGE and the NIP/mSPGE was then measured. 

This ΔI value was used to evaluate the binding capability of the MIP film prepared for the 

detection of ROX. Typically, a larger ΔI indicates a higher binding capability of the MIP. 

Study of analytical performance of the MIP/mSPGE sensor 

The linear range and limit of detection (LOD) for the determination of ROX by the 

developed MIP/mSPGE sensor were studied under optimal conditions using differential pulse 

voltammetry (DPV). All DPV measurements were conducted within a potential window of 

+0.5 V to +1.2 V (vs. Ag/AgCl), with a modulation amplitude of 0.2 V, a modulation time of 

0.01 s, a step potential of 0.01 V, and an interval time of 0.5 s. 

Study of the anti-interference ability of the MIP/mSPGE for ROX detection 

A 0.1 mM ROX solution was mixed with various common interferents found in 

animal waste and food products, including nitrobenzene, chloramphenicol (CAP), and uric 

acid, each at a concentration of 0.1 mM in 0.1 PBS (pH = 7.0). Electrochemical responses 

were recorded using DPV to assess the effects of these interfering substances on the detection 

of ROX. The anodic peak currents of the mixed solutions were compared to the peak current 

of ROX alone, which was set at 100%, to evaluate the degree of interference and the 

selectivity of the MIP/mSPGE sensor. 

 

Results and Discussion:  

Electrochemical behavior of ROX at the SPGEs 
The CV analysis of 0.5 mM ROX in 0.1 M PBS (pH = 7.0) was first conducted over a 

potential range of +0.0 V to +1.2 V (vs. Ag/AgCl) at a scan rate of 50 mV/s, where the 

oxidation of ROX occurred. An anodic peak corresponding to ROX oxidation could be 

clearly observed at ca. +0.9 V (vs. Ag/AgCl), as shown in Figure 2(A). This voltammetric 

response was potentially attributed to the oxidation of the hydroxyl group in ROX. Note that 

no such voltammetric behavior was observed in a blank solution. 

To verify whether the observed anodic peak of ROX was indeed associated with the 

oxidation of the hydroxyl group in ROX, the electrochemical responses of molecules with 

similar functional groups (namely nitrobenzene, o-nitrophenol, and phenol) were thoroughly 

investigated and compared. The measurements were conducted using CV within the same 

scanning potential range, and the resulting voltammograms are presented in Figure 2(B). The 

results showed that phenol and o-nitrophenol, both of which contain a hydroxyl group, 

exhibited well-defined anodic peaks at ca. +0.53 V and +0.68 V (vs. Ag/AgCl), respectively. 

These anodic peaks typically corresponded to the oxidation of the hydroxyl group to the 

quinone group, consistent with reports in the literature (2). In contrast, no oxidative response 

could be observed for nitrobenzene, which lacks a hydroxyl group. These findings confirm 

that the observed electrochemical response of ROX in the oxidation region likely arises from 
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the oxidation of the hydroxyl group within ROX. Consequently, ROX could be detected 

electrochemically through this oxidation reaction. 

 
Figure 2.  

CVs recorded at the SPGEs in 0.1 M PBS (pH = 7.0) containing (A) 0.5 mM ROX, and (B) 

0.5 mM each of nitrobenzene (green), o-nitrophenol (orange), and phenol (blue). These 

measurements were also compared with those from a blank solution (yellow). 

 

Oxidative electrochemical responses of ROX at the modified SPGEs 

The electrochemical responses of ROX during oxidation were examined and 

compared among the bare SPGE, the MIP/SPGE, and the MIP/mSPGE. The experiments 

were performed using CV, with a potential range of +0.0 V to +1.2 V (vs. Ag/AgCl) at a scan 

rate of 50 mV/s, in 0.1 M PBS (pH = 7.0) containing 1.0 mM ROX. The resulting 

voltammograms and the plots of anodic peak currents are illustrated in Figure 3. As shown in 

Figure 3(A), anodic peaks corresponding to the oxidation of ROX could be observed at ca. 

+0.90 V (vs. Ag/AgCl) across all three types of electrodes. When the anodic peak currents 

were measured and compared, as shown in Figure 3(B), the MIP/mSPGE exhibited the 

highest voltammetric response relative to both the bare SPGE and the MIP/SPGE. 

 

 
Figure 3. 

(A) CVs in 0.1 M PBS (pH = 7.0) containing 1.0 mM ROX, recorded using the SPGE 

(yellow), the MIP/SPGE (blue), and the MIP/mSPGE (orange). (B) Plots of anodic peak 

currents of ROX measured at the SPGE, the MIP/SPGE, and the MIP/mSPGE. 
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This enhancement is attributed to the application of an external magnet to the SPGE, 

resulting in the formation of the mSPGE. The magnet-induced magnetohydrodynamic 

(MHD) effect generated convection in the electrolyte, reducing the diffusion layer thickness 

and increasing mass transport. Consequently, this led to improved detection efficiency for 

ROX with increased sensitivity at the modified mSPGE. Note that, in the absence of the 

MHD effect, the anodic peak current of ROX decreased after modifying the surface of the 

SPGE with MIP, due to the formation of an insulating polymeric film that obstructed electron 

transfer at the electrode surface (cf. the SPGE vs. the MIP/SPGE). 

 

Comparative electrochemical responses of ROX at the MIP/mSPGE and the 

NIP/mSPGE 

 The electrochemical responses of ROX at the MIP/mSPGE were examined and 

compared with those obtained at the NIP/mSPGE. The studies were performed using CV in 

0.1 M PBS (pH = 7.0) containing 1.0 mM ROX, both before and after template removal 

during the MIP modification process. The results obtained from the MIP were subsequently 

compared with those from the NIP synthesized under the same conditions, as presented in 

Figure 4. As seen from the CVs, after the electropolymerization process and prior to the 

template removal step, neither the MIP nor the NIP exhibited any oxidation behavior for 

ROX. This is due to the absence of specific sites or cavities for recognizing target molecules 

in the MIP, as well as the presence of a non-conductive polymeric film in the NIP, resulting 

in the passivation of the electrode surface. 

Following template removal via electrochemical elution using CV, the resulting MIP 

displayed a distinct anodic response for ROX, confirming the successful imprinting of the 

MIP with specific recognition sites for ROX. However, the NIP, after undergoing the same 

electrochemical elution, also exhibited a voltammetric response for ROX, with a lower signal 

compared to the MIP. This indicates that some polymeric regions of the NIP were also 

leached out, leading to non-specific binding of ROX to the NIP electrode surface. 

Consequently, further optimization of the electropolymerization and electrochemical elution 

processes during the modification of the MIP onto the mSPGE is required to establish the 

optimal conditions for effective ROX detection. 

 

 
Figure 4.  

CVs of different modified electrodes in 1.0 mM ROX in 0.1 M PBS (pH = 7): the 

MIP/mSPGE before template removal (blue), the NIP/mSPGE before template removal 

(gray), the MIP/mSPGE after template removal (orange), the NIP/mSPGE after template 

removal (yellow), and the unmodified mSPGE (green). 
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Optimization for polymerization and template removal of MIP 

 The experimental parameters related to the modification of MIP onto the mSPGE by 

electropolymerization, as well as the subsequent template removal by electrochemical 

elution, were thoroughly investigated and optimized. These parameters included the 

concentration ratio of monomer to template, the potential range used for template removal, 

and the number of scan cycles employed during the template removal process. The resulting 

MIP/mSPGEs, optimized through these parameters, were characterized by the detection of 

ROX. The results were then compared with those obtained from the NIP/mSPGEs fabricated 

under the same experimental conditions. Typically, the electrochemical analysis was 

conducted by CV in 0.1 M PBS (pH = 7.0) containing 1.0 mM ROX, and the anodic peak 

current corresponding to the oxidation of ROX was measured. The difference in anodic peak 

current (ΔI) between the MIP/mSPGE and the NIP/mSPGE, obtained under similar 

experimental conditions, was subsequently calculated. These ΔI values reflected the binding 

capability of the MIP film for ROX detection, with a larger ΔI indicating a higher binding 

capability of the MIP. 

Initially, the effect of the concentration ratios of monomer to template was examined 

at ratios of 1:1, 1:2, and 1:4, with an optimal constant concentration of ROX template set at 

1.0 mM. The results obtained from the MIP/mSPGE and the NIP/mSPGE are presented in 

Figure 5(A), and the ΔI values were subsequently calculated and compared. As shown in the 

plot, the 1:2 monomer-to-template ratio exhibited the highest ΔI, indicating that this ratio 

produced the most optimal MIP with the best binding capability for the analyte. Deviations 

from this ratio resulted in poorer voltammetric responses, as well as an increase in non-

specific binding of the sensor, as indicated by the smaller ΔI values, which was undesirable. 

Therefore, the monomer-to-template ratio of 1:2 was selected as the optimal condition for use 

in electropolymerization for electrode modification with MIP. 

After the MIP is electropolymerized onto the mSPGE, the MIP/mSPGE would 

undergo template removal by electrochemical elution. This was achieved by performing CV 

at a higher oxidation potential than that used during polymerization, in a 0.1 M PBS (pH = 

7.0) blank solution. The elution process electrochemically removed the template molecules, 

creating specific recognition sites within the polymer matrix. This approach is known as a 

non-chemical-based template removal strategy (17). Therefore, the effect of the potential 

range used for template removal during the electrochemical elution process was 

systematically optimized. Generally, the electrochemical elution for template removal was 

conducted over two potential ranges: +0.7 V to +1.5 V and +0.8 V to +1.5 V (vs. Ag/AgCl) 

for 10 cycles. The resulting oxidation peak currents of ROX obtained from the MIP/mSPGE 

and the NIP/mSPGE are shown in Figure 5(B). The ΔI values were also calculated and 

plotted for comparison. The results indicate that the potential range of +0.7 V to +1.5 V (vs. 

Ag/AgCl) is the most suitable potential window for template removal, based on the highest 

ΔI observed. It should be noted that using a wider potential window of +0.8 V to +1.5 V (vs. 

Ag/AgCl) not only removed the template but also potentially leached out the polymeric film, 

thereby reducing the efficiency of the MIP. Consequently, the potential region of +0.7 V to 

+1.5 V (vs. Ag/AgCl) was selected as the optimal condition for the template removal 

procedure. 

Next, the effect of the number of scan cycles during template removal was 

investigated using CV over the optimal potential window of +0.7 V to +1.5 V (vs. Ag/AgCl) 

for 5, 10, and 15 cycles. The results are shown in Figure 5(C). It can be seen that as the 

number of CV cycles was increased up to 10 scans, the ΔI values also increased, indicating 
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successful template removal and effective formation of the MIP. However, the ΔI decreased 

when the number of CV scans was extended to 15 cycles, possibly due to the leaching out of 

the polymeric film, which resulted in a reduction in the efficiency of the synthesized MIP. 

Therefore, 10 CV cycles were selected as the optimal condition for template removal by 

electrochemical elution. 

 

 
 

Figure 5.  

Effects of (A) concentration ratio of o-PD monomer to ROX template, (B) potential range, 

and (C) number of CV scan cycles for template removal by electrochemical elution. All 

measurements were conducted using both the MIP/mSPGE and the NIP/mSPGE. 

 

Analytical performance of the developed sensor 

The MIP/mSPGE sensor was ultimately evaluated for its analytical performance in 

the determination of ROX using DPV under optimal experimental parameters. The resulting 

DPV voltammograms and the corresponding plot of anodic peak current vs. ROX 

concentration are displayed in Figure 6(A) and 6(B), respectively. A calibration plot of 

anodic peak current vs. ROX concentration, shown in Figure 6(B), demonstrates a good 

linear response over the ROX concentration range of 0.03 to 0.1 mM with the regression 

equation: Ipa(µA) = 49.727C(mM) − 0.5806 and an R2 value of 0.9824. The limits of 

detection (LOD) and quantification (LOQ) were found to be 0.015 and 0.051 mM, calculated 

based upon 3σ and 10σ, respectively.  
 

 
Figure 6. 

(A) DPV voltammograms (with baseline correction) of 0.1 M PBS (pH = 7.0) containing 

varying ROX concentrations of 0.03 mM to 0.1 mM. (B) Calibration plot with ROX 

concentrations ranging from 0.03 mM to 0.1 mM. 
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Anti-interference ability of the MIP/mSPGE for ROX detection 

The anti-interference capability of the proposed sensor was evaluated by examining 

its response to various potential interferences, including nitrobenzene, chloramphenicol 

(CAP), and uric acid, using DPV. Figure 7(A) presents the resulting DPV voltammograms of 

0.1 mM ROX in the absence and presence of these three interferences, each at the same 

concentration (0.1 mM). Figure 7(B) illustrates the corresponding plot showing the relative 

current of ROX in the presence of the interferences, compared to the current of ROX alone, 

which was set to 100%. The results clearly indicate that the presence of these interfering 

compounds has little to no impact on the electrochemical response of ROX. This generally 

demonstrates the exceptional anti-interference performance of the MIP/mSPGE sensor for 

detecting ROX with high selectivity. 

 

 
Figure 7. 

(A) DPV voltammograms of 0.1 mM ROX in the absence and presence of interferences, each 

at a concentration of 0.1 mM. (B) The corresponding plot showing the relative current of 

ROX in the absence and presence of interferences, each at a concentration of 0.1 mM. 

 

Conclusion: 

The MIP/mSPGE sensor was successfully developed for the determination of ROX 

with enhanced sensitivity and selectivity. Initially, the electrochemical behavior of ROX was 

investigated using CV and compared with molecules having similar functional groups, 

confirming that ROX could be detected electrochemically through the oxidation of its 

hydroxyl group. This oxidative response of ROX was significantly enhanced by the mSPGE 

through the magnetohydrodynamic (MHD) effect of an applied external magnet, which 

improved mass transport via convection and thereby increased sensor sensitivity. Moreover, 

the MIP modified onto the mSPGE through electropolymerization demonstrated improved 

selectivity for ROX detection. Under optimal conditions, the MIP/mSPGE sensor exhibited 

high sensitivity, good selectivity, and excellent linearity, with detection and quantification 

limits (LOD and LOQ) of 0.015 mM and 0.051 mM, respectively, effectively covering the 

permissible limit for total arsenic concentration in the environment. 
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Abstract:  

An electromembrane extraction with a flat sheet membrane platform and colorimetric 

detection of chromium (VI) was developed. This study designed an electromembrane 

extraction device using a simple flat sheet membrane with an open area to reduce the effect of 

gas generation from the electrolysis reaction of hollow fiber liquid phase microextraction, 

(HF-LPME). In this system, a 1,5-Diphenylcarbazide (DPC) colorimetric reagent for Cr(VI) 

was introduced into the acceptor phase. When a voltage was applied, the analytes were 

extracted and transferred from the sample solution (donor phase) to the acceptor phase. The 

analytes then simultaneously reacted with the colorimetric reagents inside the acceptor phase, 

producing a pink-violet color Cr-DPC complex. This color was measured by using ImageJ 

program to analyzing color intensity in green color mode. Parameters that affected extraction 

efficiency were evaluated and optimized. A 1% (w/v) DPC in HCl (pH3) was used as the 

acceptor phase. Cr(VI) was extracted at an applied voltage of 30 V and an extraction time of 

10 min. Under the optimized conditions, the developed systems provided linear responses 

within 10 min for Cr(VI) concentrations ranging from 50 to 800 μg L-1, with a detection limit 

of 34 μg L-1 and enrichment factor was 62. This system is simple, uses small amounts of 

organic solvents, and does not require the synthesis of sorbents, complicated microfluidic 

chips. 

 

Introduction:  

Nowadays, the miniaturization of analytical instrumentation, including sample 

preparation, has seen significant development. Micropreparative techniques like hollow fiber 

liquid phase extraction (HF-LPME), single drop microextraction (SDME), and solid phase 

microextraction (SPME) have been developed to extract analytes from complex matrices. 

These techniques offer better performance than traditional methods, such as liquid-liquid and 

solid phase extraction, due to their compatibility with raw complex matrices, high extraction 

efficiency, low solvent consumption, and instrumental simplicity. [1,2]. However, they have 

drawbacks, such as expensive commercial microfibers in SPME, organic drop instability in 

SDME, and long extraction times in HF-LPME. [3]. 

EME has gained great popularity in the last decade [4]. In 2006, Pedersen-Bjergaard 

et al. developed the EME technique for extracting ions from the donor phase to the acceptor 

phase through a supported liquid membrane (SLM) accelerated or driven by an electric field 

[5]. EME offers high mass transfer efficiency and high concentration after extraction 

(enrichment factor, EF) in a short time compared to conventional HF-LPME extraction. HF-

EME uses a hollow fiber membrane, containing a solvent impregnated in the porous wall of 

the membrane as SLM and an acceptor phase inside the membrane lumen. Typically, the 

donor and acceptor phases are aqueous solutions. When a high electric potential (>30 V) is 

applied, water electrolysis can occur generating gas bubbles at both phases. The gas bubbles 

could affect the acceptor phase more critically due to the small volume and small diameter of 

the lumen. This could cause the loss of the acceptor phase leading to irreproducible results 

and sometimes an uncollectible acceptor phase. 
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In 2008, Li Xu developed EME using a flat sheet membrane to extract a nerve agent 

[6]. The process involved sealing two polypropylene membranes together and closing them 

by heating the membrane where the acceptor phase solution was contained. The extraction 

time was 30 minutes, the volume was 20 μL, and the electric potential was 300 V. This 

design reduced the loss of the acceptor due to gas generation during extraction, making it 

more collectible. 

Nickolaj Jacob Petersen et al. developed a flat sheet membrane EME for drug 

extraction from human plasma and urine samples [7]. The donor phase is placed on an 

aluminum plate with small holes, covered by a flat sheet of polymer membrane. The sample 

solution is dropped into the aluminum channel, followed by the SLM section above the 

sample drop. The acceptor phase is then dropped, and the platinum electrode is submerged in 

the acceptor phase. The extraction recoveries were 33% and 47%, respectively, with an 

electric potential of 15 V and a 5-min extraction time. 

In 2020, Zarghampour et al. developed EME equipment using a polypropylene sheet 

membrane combined with solid phase extraction for the determination of Cr (VI) [8]. Cr (VI) 

was determined by colorimetric analysis based on the reaction between Cr (VI) and 1,5-

diphenylcarbazide, or DPC. In this work, the device design was called spiral style, a popular 

style for sheet membranes, which provided a large contact surface area between DP and AP. 

Extraction was performed using an electric potential of 30 V. The extraction time was 33 

minutes, and the EF value was 19. 

The majority of EME equipment is designed based on spiral or sandwich-shaped flow 

cell types to maximize mass transfer due to the large contact surface area between DP and AP 

resulting in a high enrichment factor. However, these specialized designs require advanced 

instruments for fabrication. This research aims to develop a simple EME device using a flat 

sheet membrane with an open area to reduce the effect of gas generation due to electrolysis 

and apply it to the extraction of Cr(VI). The method compensates for the limited contact area 

between DP and AP by using the reaction of Cr-DPC in the acceptor phase to improve the 

mass transfer of Cr(VI) and maintain a high enrichment factor. 

 

Methodology:  

Materials 

 All chemicals used in this study were of analytical reagent grade, and solutions were 

prepared in Milli-Q water (Millipore, USA). Potassium dichromate, 1-Octanol, sodium 

hydroxide (NaOH), and hydrochloric acid (HCl) were obtained from Merck (Germany). 1,5-

Diphenylcarbazide (DPC) was obtained from Himedia (India). 

 

Apparatus and detection system 

 For the detection and extraction systems, GPR11H30D benchtop DC power supply 

(GwInstek, China) with adjustable voltage within the range of 0–110 V. A platinum wire 

(0.02 mm diameter) was obtained from Sigma-Aldrich (St. Louis, MO, USA). 

 

EME device with a flat sheet membrane and colorimetric detection of Cr(VI) 

 Scheme 1 represents the setup of an EME device with a flat sheet membrane. A bottle 

cap with a 1.5 cm diameter hole is used as a flat sheet membrane supporter and a container 

for the acceptor phase. The flat sheet membrane with the same diameter (ca. 1.5 cm) was 

situated to cover the hole of the cap and sealed with the screwed-cut bottle mouth. A 20 mL 

of sample or standard solution (10 μg L-1 Cr(VI)) was placed in the beaker. Then, the flat 

sheet EME device was put facing the open hole down touching the surface of the sample. A 

300 µL of the acceptor phase (optimized volume) was added to cover the other side of the 

membrane. The cathode (-) and the anode (+) platinum electrodes connected to a DC power 
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supply were placed in the donor phase and acceptor phase, respectively. The extraction was 

carried out for 10 min. The pink-violet color of the Cr-DPC complex was observed. A 10 µL 

of the colored acceptor phase was withdrawn and placed onto a piece of paper for taking a 

picture in a light-controlled box. The color image was analyzed by the ImageJ software to 

measure the color intensity. The calibration curve for Cr(VI) detection was subsequently 

constructed using Microsoft Excel. Specifically, the color intensity in the green channel (G0 − 

G) was plotted against Cr(VI) concentration, where G and G0 are color intensities in the green 

channel in the presence and absence of Cr(VI), respectively. This difference was directly 

correlated with the Cr(VI) concentrations. To obtain the best results, parameters that could 

affect the extraction efficiency were examined, including the diameter of the membrane, the 

pH of the acceptor and donor phases, applied voltage, extraction time, and acceptor phase 

volume. 

 
Scheme 1 The schematic of EME device with a flat sheet membrane. 

 

Results and Discussion:  

 According to the proposed method, the external electric potential causes Cr(VI) to 

migrate from the sample solution/matrix toward the acceptor phase, then reacts with the DPC 

reagents and produces pink-violet color of the Cr-DPC complex 

Effect of the applied voltage 

 Cr(VI) was transferred across the membrane from the donor to the acceptor solutions, 

mostly driven by electrical potential. Therefore, the extraction voltages ranging from 10 to 50 

V were studied in order to identify the most effective voltage. The extraction increased 

significantly when the applied voltage was increased from 10 to 30 V shown in figure 1. This 

was caused by an improvement in the analyte flow and an increase in the driving force 

between the electrodes. Based on these results, a voltage of 30 V was chosen to be set 

between the acceptor and donor solutions. 

Figure 1. Applied voltage result: acceptor 

phase : DPC 1% (w/v) 100 µL, donor phase 

: Cr2O7
2- 10 ppb 20 mL 
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Effect of extraction time 

 The sensitivity of the developed technique can be affected by extraction time, which 

is an important parameter that establishes the total amount of analytes transported from the 

donor phase to the acceptor phase. Various extraction times between 5 and 20 min were 

studied shown in figure 2. The extraction efficiency increased as increased extraction time up 

to 10 min and slightly decreased for longer extraction time because Cr-DPC has a positive 

charge. As time increases, Cr-DPC moves to the cathode in the donor phase, resulting in a 

decrease in extraction efficiency. Hence, the extraction time of 10 min was selected as the 

optimum value. 

 
Figure 2. Applied time result: acceptor phase : DPC 1% (w/v) 100 µL, donor phase : Cr2O7

2- 

10 ppb 20 mL, voltage 30 V 

 

 

Effect of pH of donor phase and acceptor phase 

In EME systems, analytes should be converted to their suitable ionic forms for 

efficient extraction under the application of an external voltage. To obtain maximum 

extraction for Cr(VI), in this experiment, the pH of the donor phase and acceptor phase 

between 1.0 and 5.0 was investigated the result shown in figure 3. NaOH and HCl solutions 

(0.1 M) were used for the pH adjustments of the donor and acceptor phases. In these 

experiments, when the pH of the donor phase increased from pH 1.0 to 4.0, the extraction 

efficiency increased. Therefore, the donor pH of 4.0 was used. When the pH of the acceptor 

phase increased from pH 1.0 to 3.0, the extraction efficiency increased. Therefore, the 

acceptor pH of 3.0 was used. 

 
Figure 3. Applied pH result, a) donor phase, b) acceptor phase: acceptor phase : DPC 1% 

(w/v) 100 µL, donor phase : Cr2O7
2- 10 ppb 20 mL, voltage 30, V 10 min 

 

 

 

 

 

252



 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

 

Effect of the surface area of the membrane and the volume of the acceptor phase 

After obtaining the appropriate conditions above, the surface area of the membrane 

and the volume of the acceptor phase are studied shown in figure 4. A larger membrane 

surface area provides more contact area, facilitating the transfer of analytes across the 

membrane. The volume of the acceptor phase is important, and it could affect the enrichment 

factor of the method. A smaller volume of the acceptor phase results in a higher concentration 

after extraction (enrichment factor). The highest enrichment factor was reached at a 

membrane diameter of 1.50 cm and a volume of the acceptor phase of 300 µL. 

Under the optimized conditions, the developed systems provided linear responses 

within 10 min for Cr(VI) concentrations ranging from 50 to 800 μg L-1, with a detection limit 

of 34 μg L-1 and an enrichment factor of 62.  

 
Figure 3. Applied the surface area of the membrane and the volume of the acceptor phase 

result : acceptor phase : DPC 1% (w/v), donor phase : Cr2O7
2- 10 ppb 20 mL, voltage 30, V 

10 min 

 

 

Conclusion:  

 The flat sheet design deals with important issues associated with hollow fiber 

systems, including gas production during electrolysis, which may affect extraction efficiency 

and precision. This technique uses an open-area flat sheet membrane to reduce the impacts of 

gas production, resulting in more stable and dependable performance. The flat sheet 

configuration's simplicity also helps to reduce system complexity by eliminating the 

requirement for specialized microfluidic chips. The designed device can accommodate a flat 

sheet membrane and be used for the EME of Cr(VI). Various parameters affecting the 

extraction efficiency of the EME with a flat sheet membrane were investigated and 

optimized. The method was applied for the extraction and determination of Cr(VI) giving an 

enrichment factor of 62. Our method is simple, uses small amounts of organic solvents, and 

does not require the synthesis of sorbents, complicated microfluidic chips. 
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Abstract:  

 Liquid Marbles (LMs) are droplets coated with hydrophobic particles, creating a non-

wetting, stable structure with unique properties suitable for various applications. In this 

research, we explored the fabrication of magnetic liquid marbles (MLMs) and their 

application for H2S gas detection. The Fe3O4 particles were synthesized via co-precipitation 

of FeCl3 and FeSO4·7H2O in the presence of NaOH, with controlled pH levels. When the pH 

was maintained at or close to 11, black marbles (B-MLMs) were formed, whereas red 

marbles (R-MLMs) were created when the pH exceeded 11. The pH control during synthesis 

resulted in variations in particle size and content, as evidenced by the color differences. 

Stability testing demonstrated that B-MLMs were significantly more stable than R-MLMs, 

maintaining their structure for over 5 minutes on water, compared to just 11 seconds for R-

MLMs. Additionally, B-MLMs exhibited a superior evaporation resistance of up to 1 hour, 

while R-MLMs collapsed within 30 minutes. For H2S detection, N,N-dimethyl-1,4-

phenylenediamine (DMPD) solution at a concentration of 0.01 M was encapsulated within 

the B-MLMs. Upon exposure to H2S gas at concentrations of 60 mg/L, the DMPD solution 

underwent a color change from pinkish-brown to blue, indicating the formation of methylene 

blue. The B-MLMs demonstrated their potential as efficient and affordable sensors for real-

time H₂S monitoring. Their magnetic properties and enhanced stability made B-MLMs 

particularly suitable for environmental applications, including the detection of hazardous 

gases. 

 

Introduction:  

 Liquid marbles (LMs) are intriguing droplets composed of a water-based core coated 

with hydrophobic micro or nanoscale particles, which prevent the droplets from contacting 

and wetting surfaces1. These particles adhere to the droplet's surface as marble rolls, forming 

a protective coating that can vary from a single thick layer to multiple thin layers. Common 

materials used for this hydrophobic coating include polytetrafluoroethylene (PTFE), 

polyvinylidene fluoride (PVDF), and other fluorinated compounds2. These materials are 

selected for their ability to repel water while maintaining adhesion to the liquid core, 

effectively isolating the internal liquid from the external environment3. 

 The unique structure of LMs provides them with non-stick properties and allows 

manipulation of their movement, shape, structure, and stability through external factors such 

as pH, temperature, light, and organic solvents1. This versatility has made LMs valuable in 

various research fields, particularly in applications where precise control over these factors is 

crucial4. 

 Recent studies have highlighted the growing popularity and versatility of liquid 

marbles as micro-laboratories for a range of applications, including gas detection5. Magnetic 

liquid marbles (MLMs), which incorporate magnetic particles into the coating, are 

particularly noteworthy for their ability to be controlled remotely, enabling manipulation 

without direct contact6. This feature is especially useful in environments where safety and 

precision are paramount7. 
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 The stability of LMs is a critical factor that influences their functionality, particularly 

in applications such as chemical sensing or controlled drug release. Asaumi et al. have shown 

that the size of the stabilizing particles plays a significant role in the behavior and 

adaptability of liquid marbles8. Their findings demonstrate how particle size affects the 

formation, stability, and responsiveness of LMs to external stimuli, which is crucial for 

ensuring the reliability and effectiveness of LMs in practical applications. Additionally, 

studies by Tosun and Erbil have explored the evaporation dynamics of LMs, emphasizing 

how factors like temperature and humidity impact their stability and, consequently, their 

performance in applications where long-term reliability is essential9. 

 In this study, we focus on the creation of Fe3O4 modified with stearic acid (SA) 

magnetic liquid marbles, which have shown remarkable stability under various conditions 

and effective responsiveness to magnetic control10. This research aims to explore the 

potential of these MLMs in detecting hydrogen sulfide (H2S) gas, a substance known for its 

hazardous properties and significant role in environmental and industrial safety concerns11. 

For the detection process, N,N-dimethyl-1,4-phenylenediamine (DMPD) is encapsulated 

within the MLMs. When exposed to H2S gas, DMPD undergoes a chemical reaction forming 

methylene blue, a clear indicator of H2S presence12. This reaction can be represented as14: 

 

 
Figure 1. Reaction between H2S, DMPD, and FeCl3 forming methylene blue, a visual 

indicator for H2S
14. 

 

We synthesized two types of MLMs by adjusting the pH during the Fe3O4 synthesis 

process, which resulted in different particle sizes and corresponding color variations. 

Previous research has indicated that particle size and pH control are crucial for achieving the 

desired stability and functionality of MLMs12. 

 Given the importance of stability in gas detection applications, our study investigates 

the use of these MLMs for H2S detection, focusing on their ability to provide reliable, real-

time monitoring of this toxic gas13. H2S is a dangerous gas with significant environmental 

and industrial implications, making the development of effective detection methods a critical 

area of research4. Our findings suggest that the magnetic liquid marbles we have developed 

are well-suited for this purpose, offering a promising approach to enhancing safety and 

environmental monitoring through improved gas detection capabilities14. 

 

Methodology:  

Materials 

 The following chemicals were used in this study: iron(II) sulfate heptahydrate 

UNIVAR, analytical grade), iron(III) chloride (Merck Schuchardt OHG, anhydrous, for 

synthesis), N,N-dimethyl-1,4-phenylenediamine (DMPD, Chemenu), sodium hydroxide 

(Sigma-Aldrich, analytical grade), potassium hydroxide (Sigma-Aldrich, analytical grade), 

stearic acid (Daejung), hydrochloric acid (Sigma-Aldrich, analytical grade), and sodium 

sulfide nonahydrate (Carlo Erba, ACS for analysis grade). All reagents were of analytical 

grade and used without further purification. Milli-Q water was used for all solution 

preparations. 
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Instruments 

 The characterization of the Fe3O4 particles and magnetic liquid marbles (MLMs) was 

performed using the following instruments available at Chulalongkorn University: X-ray 

diffraction (XRD) was carried out using a Rigaku SmartLab diffractometer. Scanning 

Electron Microscopy (SEM) was conducted with a JEOL IT-100 instrument. The contact 

angle measurements were performed using a goniometer from the Angiometer series. 

Preparation of Fe3O4 particles and modified with Stearic Acid (SA) 

 The Fe3O4 particles were synthesized via the co-precipitation method using 3 M 

NaOH as the precipitating agent. Initially, FeSO4·7H2O was dissolved in deionized water, 

and FeCl3 was dissolved in ethanol. These two solutions were then mixed, followed by the 

addition of NaOH to precipitate Fe3O4 particles. The resulting precipitate was thoroughly 

washed with deionized water and collected by filtration. These Fe3O4 particles were then 

modified with stearic acid to enhance their hydrophobicity. Specifically, stearic acid was 

dissolved in ethanol and added to the Fe3O4 dispersion in ethanol. The mixture was sonicated 

and stirred for 1 hour to ensure uniform coating. The modified Fe3O4-SA particles were 

separated using an external magnet, washed 10 times with water and once with ethanol, and 

then air-dried. 

Preparation of Liquid Core 

 The liquid core used for the magnetic liquid marbles was prepared by mixing a 0.01 

M DMPD solution in 0.9 M HCl. This preparation ensured that the liquid core had an 

appropriate pH and concentration for effective H2S detection. 

Preparation of Magnetic Liquid Marbles (MLMs) 

 To form the MLMs, a 20 µL droplet of the prepared liquid core was carefully placed 

onto a bed of Fe3O4-SA particles spread on a watch glass. The droplet was gently rolled over 

the particles for approximately one minute until it was completely coated, forming a stable 

liquid marble. 

 

Application of Liquid Marbles for Gas Sensing 

 To accurately determine the concentration of H₂S gas in our experiments, we utilized 

a stoichiometric approach based on the reaction between Na₂S and HCl as14: Na2S + 2HCl → 

H2S + 2NaCl. This approach allowed us to calculate the theoretical concentration of H₂S gas 

based on the assumption that this reaction proceeded completely. The magnetic liquid 

marbles were exposed to H₂S gas (60 mg/L), which was generated by reacting 704 µL of 0.1 

M Na2S with 24 µL of 6 M HCl in a 40 mL acrylic chamber. Upon exposure to the H2S, the 

DMPD solution in the MLMs underwent a distinct color change from pinkish-brown to blue, 

confirming the formation of methylene blue and enabling visual detection with the aid of a 

capillary tube. 

 

Results and Discussion:  

Synthesis and Characterization of Fe3O4-SA particles 

 The Fe3O4 particles synthesized through the co-precipitation method exhibited a 

uniform size distribution with an average diameter of approximately 50 nm, as confirmed by 

scanning electron microscopy (SEM) images (Figure 2a). SEM analysis (Figure 2b) revealed 

that the red Fe3O4-SA particles are larger, with an irregular and aggregated surface structure, 

averaging around 10 µm. In contrast, the black Fe3O4-SA particles exhibited a more uniform 
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and smaller size distribution, averaging around 6 µm, contributing to their enhanced stability 

and hydrophobic properties. 

(Leave a blank line before and after Figures.) 

 
  

  

Figure 2. SEM image for (a) Fe3O4, after modifying with stearic acid, (b) red powder, and  

(c) black powder. 

 

 X-ray diffraction (XRD) analysis was conducted to confirm the crystalline structure 

and phase purity of the synthesized Fe3O4 and Fe3O4-SA particles. The XRD patterns of the 

samples were compared against the standard Joint Committee on Powder Diffraction 

Standards (JCPDS) card for Fe3O4 (JCPDS 00-019-0629). Characteristic peaks at 2θ values 

of 30.05°, 35.42°, 43.05°, 53.40°, 56.94°, and 62.52° corresponded to the (220), (311), (400), 

(422), (511), and (440) planes, confirming the successful synthesis of Fe3O4 in both the red 

and black samples. 

 
Figure 3. XRD patterns of Fe3O4 and Fe3O4-SA particles. 

 

 The XRD patterns (Figure 3), show that the black Fe3O4-SA sample (green line) 

exhibits the most intense and sharp peaks, indicating a higher degree of crystallinity and 

possibly smaller crystallite size compared to the other samples. The black Fe3O4 sample (blue 

line) shows a slightly lower peak intensity, potentially due to the absence of stearic acid 

modification, which might influence crystallinity and surface properties. On the other hand, 

the red Fe3O4-SA sample (red line) and unmodified red Fe3O4 (black line) exhibit broader, 

less intense peaks, suggesting larger crystallite sizes or reduced crystallinity, likely due to 

different synthesis conditions, such as higher pH levels during particle formation. The 

broader peaks also indicate a less ordered crystalline structure, which could influence the 
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magnetic properties and stability of the particles in applications such as liquid marbles or gas 

sensing. 

 The comparison between the red and black samples highlights the influence of pH 

control during synthesis. The black samples, synthesized under controlled pH conditions, 

have more defined crystalline structures, as evidenced by sharper peaks in the XRD patterns. 

In contrast, the red samples, synthesized without strict pH control, show lower crystallinity, 

which could affect their performance in practical applications, such as magnetic 

responsiveness and structural stability when used in liquid marbles. 

Contact Angle Measurements 

 The contact angle measurements demonstrated that the black Fe3O4-SA exhibited 

significantly higher hydrophobicity compared to the red Fe3O4-SA. Specifically, the average 

contact angle for black Fe3O4-SA was calculated to be 94.3 ± 3.3°, while red Fe3O4-SA had a 

lower contact angle of 86.1 ± 4.5° (Figure 4). This indicates that the black Fe3O4-SA are 

more hydrophobic, contributing to their enhanced stability on water surfaces. 

red Fe3O4-SA   black Fe3O4-SA 

Figure 4. Contact angle images of red Fe3O4-SA and black Fe3O4-SA. 

Formation and Stability of Magnetic Liquid Marbles (MLMs) 

 The successful synthesis of hydrophobic Fe3O4-SA particles was confirmed through 

contact angle measurements, which demonstrated their hydrophobic nature. This 

hydrophobicity was crucial for forming stable magnetic liquid marbles (MLMs). As shown in 

Figure 5, 20 µL droplets were effectively encapsulated by the Fe3O4-SA particles, leading to 

the formation of both red (R-MLMs) and black (B-MLMs) marbles, illustrating the 

effectiveness of these particles in stabilizing MLMs. 

  
 

  
 

Figure 5. Formation of Magnetic Liquid Marbles (MLMs). The upper row shows red MLMs 

(R-MLMs), while the lower row shows black MLMs (B-MLMs). 

 The stability of these MLMs was assessed under different conditions. R-MLMs 

demonstrated limited stability, collapsing on the water surface within 11 seconds (Figure 6a). 

Black 

Red 
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In contrast, B-MLMs exhibited significantly greater stability, withstanding over 5 minutes 

before collapsing (Figure 6b). This enhanced stability is directly correlated to the more 

uniform and smaller particle size distribution of the B-MLMs, as confirmed by SEM images. 

 

  
 

  
Figure 6. (a) Red magnetic liquid marble (R-MLM) collapsing on water within 11 seconds. 

b) Black magnetic liquid marble (B-MLM) demonstrating significantly enhanced stability on 

water, remaining intact for over 5 minutes before collapsing. 

 The instability observed in the R-MLMs is likely due to several factors, primarily 

related to the synthesis conditions. The red coloration suggests the possible presence of Fe2O3 

(hematite) alongside Fe3O4 (magnetite) in the particle composition. Hematite, which is 

typically red-brown, is less magnetic and has different surface properties compared to 

magnetite6. This composition difference may lead to weaker hydrophobic interactions and 

less effective stabilization of the liquid marbles. Additionally, the non-controlled pH 

conditions during the synthesis of R-MLMs might have resulted in a broader range of particle 

sizes, leading to increased aggregation and uneven coating of the liquid droplets, creating 

weak spots that allow water to pass through, thus causing the marbles to collapse quickly. In 

contrast, the B-MLMs, synthesized under controlled pH conditions, exhibit more uniform 

particle sizes and a consistent Fe3O4 phase, resulting in stronger hydrophobic properties and 

significantly greater stability. These observations align with the SEM images and stability 

tests, providing a coherent explanation for the differences in the performance of R-MLMs 

and B-MLMs. 

Demonstration of H₂S Gas Detection by B-MLMs 

 The B-MLMs were demonstrated for their ability to detect hydrogen sulfide (H₂S) gas 

in a controlled environment. During the 10-minute exposure period within a chamber 

containing H2S gas at a concentration of 60 mg/L, the DMPD solution inside the B-MLMs 

initially displayed a pinkish-brown hue. Upon exposure to the gas, the solution within the B-

MLMs underwent a distinct color change to blue (Figure 7), indicating the successful 

formation of methylene blue11, which serves as a qualitative marker for the presence of H2S. 

This color change was observed in the liquid inside the MLMs, which was visualized using a 

capillary tube (Figure 7). The capillary tube's narrow diameter and transparency enhanced the 

sensitivity and accuracy of the color observation. The observed change confirms the 

effectiveness of the B-MLMs in detecting H2S. This research shows the potential application 
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of our new MLMs with remote controllability, allowing safe operation away from toxic 

gases. The quantitative analysis is undergoing based on digital image colorimetry (DIC). 

 

  
Figure 7. The color change in the DMPD solution inside B-MLMs before and after exposure 

to H2S gas (60 mg/L).  

Conclusion:  

 This research demonstrates the successful synthesis of stable magnetic liquid marbles 

for hydrogen sulfide gas detection. The pH-controlled synthesis of Fe3O4-SA particles 

resulted in black MLMs with enhanced stability and responsiveness compared to red MLMs. 

The black MLMs exhibited a distinct color change upon exposure to H₂S gas. The magnetic 

properties of B-MLMs allow for easy manipulation and recovery, making them suitable for 

various environmental applications. These findings pave the way for the development of 

efficient, cost-effective sensors for real-time monitoring of hazardous gases. 
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Abstract:  
This research investigates the efficiency of a simple laboratory-scale electrocoagulation (EC) 

system for removing reactive navy-blue (rNB) dye from synthetic samples. The process was 

conducted in a plastic reactor containing 500 mL of 400 mg/L rNB dye and utilized four iron 

plate electrodes arranged in different configurations and at two interelectrode distances. 

Applied voltages of 6, 12, 18, and 24 V were tested, with removal times measured until the 

absorbance reached zero. Under optimal conditions, a parallel electrode connection, a 3 cm 

interelectrode distance, and an applied voltage of 24 V were selected. The results showed 

100% removal of rNB dye within 20 minutes, with a current consumption of 1.05 A, a reactor 

temperature of 45.0 °C, a total electrode weight loss of 0.13%, sludge production of 1.9994 

g/L, a color measurement of 32 ADMI, and a pH value of 11. This process was successfully 

applied to rNB synthetic samples. The system demonstrated high removal efficiency, rapid 

color removal, simplicity of operation, reduced chemical usage, and safety in equipment use. 

It also effectively removed commercial reactive blue, reactive indigo, direct navy-blue dyes, 

and their mixed blue tone colors.  
 

Introduction:  

Reactive dyes are a class of highly colored organic substances primarily used for dyeing 

textiles. They generally consist of four components: solubilizing, chromophoric, bridging, 

and reactive groups. [1] These dyes are termed "reactive" because their reactive group forms a 

covalent bond with the fiber molecules during the dyeing process, which differs from most 

other dyes that simply adhere to the surface of the fiber. Reactive dyes are extensively used 

for dyeing cellulosic fibers in the textile industry due to their favorable properties, including 

water solubility, ease and variety of applications, availability in different shades, brightness 

of colors, and excellent wash and light fastness. [2] High concentrations of dyes in wastewater 

from the textile industry are often discharged as effluent into aquatic environments, causing 

significant color pollution in water sources. In Thailand, the Ministry of Industry regulates 

wastewater quality by setting a color discharge limit of less than 300 American Dye 

Manufacturers Institute (ADMI) units. Untreated wastewater can have significant negative 

impacts on living organisms, including humans. Therefore, it is crucial to treat dye-

containing wastewater effectively using eco-friendly methods. [3] 

Various technologies and methodologies have been reported for the treatment of 

textile dye-containing wastewater, particularly reactive dyes. These processes involve 

physical, biological, and chemical systems. [2, 4-8] However, many of these technologies have 

disadvantages, such as lower efficiency, complexity, and high chemical consumption. 

Electrocoagulation (EC) overcomes these disadvantages and is also economically attractive. 

EC is an electrochemical water treatment process that uses electrical currents to remove 
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contaminants from water. The process involves the generation of coagulant agents in situ by 

the electrolytic oxidation of a sacrificial anode, usually made of iron or aluminum, when an 

electric current is passed through the water. [9-11] 

In this work, a simple laboratory-scale EC system was investigated for the color 

reduction of reactive navy-blue (rNB) dye from synthetic samples, with a focus on its 

removal efficiency. The investigation aimed to ensure that this EC system was easy to 

operate, safe to use, required minimal chemicals, and provided rapid results. 

 

Methodology:  

A stock solution of 5000 mg/L reactive navy-blue dye (referred to as rNB, color code: C.I. 

Reactive Blue 194, INDAFIX, KTB Textile Co., Ltd.) was prepared in distilled water. 

Working standard solutions were freshly prepared by diluting the stock solution with distilled 

water. 

A simple laboratory-scale EC system (an example of a parallel connection is shown in 

Figure 1) consisted of a plastic box (8.7 cm width × 12.0 cm length × 8.7 cm height, 

containing 500 mL of rNB solution), four iron-sheet electrodes arranged in different 

configurations, a thermometer, a switching DC power supply (KPS3010D, Wanptek), a 

magnetic bar, and a magnetic stirrer. Each iron sheet was fixed at a constant interelectrode 

distance. This system was designed by Chanyud Kritsunankul. The DC power supply was 

used to apply constant voltage values. A UV-Visible spectrophotometer (Specord 200 Plus, 

Analytik Jena) was employed to study the absorption spectra and the linear range of the 

calibration graph. A UV-Visible spectrophotometer (Genesys 30, Thermo Scientific) was 

used to measure absorbance and analyze dye removal. 

The main parameters affecting dye removal efficiency (% dye removal), such as 

electrode connections, interelectrode distances, applied voltages, and removal times, were 

optimized. Various parameters were measured during the operation, including absorbance 

values (at 580 nm), applied voltages (V), current consumption (amperes; A), temperatures 

(°C), pH values, total weight loss of the electrode (%), sludge production (g/L), and color 

measurement values (ADMI). The dye color removal efficiency (% dye removal) was 

calculated using the following equation: 
Dye removal (%) = [(Co-Ct)/Co] x 100 

Where Co and Ct represent the dye color concentrations before and after the removal process, 

respectively. 

 

 
 

Figure 1 A simple laboratory-scale EC system with a parallel electrode connection. 
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Results and Discussion:  

The absorption spectra of standard solutions containing 10, 20, 40, 60, 80, 100, 200, 400, 

600, 800, and 1000 mg/L of rNB dye were recorded at wavelengths ranging from 200 to 800 

nm, with a scan rate of 50 nm/s. The maximum absorption for rNB dye was found to occur at 

580 nm (Figure 2(a)). A linear calibration graph was established for the concentration range 

of 10-400 mg/L (y = 0.0046x+ 0.0763, R2 = 0.9951) (Figure 2(b)), with a limit of detection 

(LOD) of 0.23 mg/L (calculated as LOD = 3S₀, where S₀ represents the standard deviation of 

the y-intercept). 
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Figure 2. (a) Absorption spectra and (b) calibration graph for 10-400 mg/L of rNB dye. 

 

To enhance and evaluate removal efficiency, the effects of electrode connection types 

(parallel, series, and bipolar), interelectrode distances (2 and 3 cm), applied voltages (6, 12, 

18, and 24 V), and removal times were investigated. For this investigation, a 500 mL solution 

of 400 mg/L rNB dye (with an initial color measurement value of 3067 ADMI) was used 

throughout the experiment.  

In Figure 3(a), after the treatment process (with constant applied voltage of 12 V and 

interelectrode distance of 2 cm), it was observed that the dye color reduction with the parallel 

electrode connection was more efficient and faster compared to the series and bipolar 

electrode connections. With the parallel connection, the dye removal efficiency for rNB 

reached 100% within 40 minutes. In comparison, the series and bipolar connections achieved 

dye removal efficiencies of over 85% (within 115 minutes) and over 87% (within 120 

minutes), respectively. Although the parallel connection had higher current consumption and 

sludge production (ranging from 0.30-0.34 A and 1.48 g/L), compared to the series (ranging 

from 0.04-0.05 A and 0.75 g/L) and bipolar connections (ranging from 0.04-0.05 A and 0.85 

g/L), it was also noted that the reactor temperature was higher for the parallel connection 

(ranging from 33.5 to 35.7°C) compared to the series (ranging from 31.0 to 32.5°C) and 

bipolar connections (ranging from 31.0 to 32.0°C) (Figure 3(b) and Figure 3(c)). The results 

indicate that the current density across all electrodes in the parallel connection was higher 

than in the series and bipolar configurations. Higher current density increases the production 

of Fe²⁺ ions at the anode and OH⁻ ions along with H₂ gas at the cathode. Consequently, the 

parallel connection enhances the rate of electrochemical reactions, improving the 

performance of electrocoagulation processes for removing rNB dye. Based on these findings, 

the parallel electrode configuration was selected for further experiments. 

(a) 

(b) rNB (mg/L) 
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Figure 3. Effect of the electrode connections on (a) dye removal efficiency (%), 

(b) current consumption (A), and (c) reactor temperature (°C). 

 

In Figure 4(a), after the removal process (with a constant parallel connection and 12 V 

applied voltage), it was found that dye color reduction at interelectrode distances of 2 cm and 

3 cm yielded similar results, with 100% dye removal achieved within 40 minutes. The current 

consumption ranged from 0.30-0.34 A at 2 cm and 0.31-0.37 A at 3 cm (Figure 4(b)), while 

the reactor temperature ranged from 32.0-35.7°C at 2 cm and 32.0-35.1°C at 3 cm (Figure 

4(c)). Sludge production was 1.48 g/L at 2 cm and 1.50 g/L at 3 cm. Though during the first 

30 minutes of the removal process, the 2 cm interelectrode distance achieved slightly faster 

dye removal than the 3 cm distance, due to a stronger electric field and more efficient ion 

migration. Based on these results and considering the operational convenience for solution 

collection at each reaction time, a 3 cm interelectrode distance was selected for further 

experiments. 
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Figure 4. Effect of interelectrode distances in the parallel electrode connection on  

(a) dye removal efficiency (%), (b) current consumption (A),  

and (c) reactor temperature (°C).  

 

In Figure 5(a), after the removal process (with constant parallel connection and 3 cm 

interelectrode distance), it was found that dye color reduction at 24 V applied voltage was 

more efficient and faster compared to 18, 12, and 6 V. At 24 V, the dye removal efficiency 

for rNB reached 100% within 20 minutes. In comparison, at 18 V, 12 V, and 6 V, the 

(a) 

(b) 

(c) 

(a) 

(b) 

(c) 
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efficiencies were 100% within 25 minutes, 100% within 40 minutes, and over 92% within 

100 minutes, respectively. Moreover, 24 V resulted in higher current consumption (A) 

(Figure 5(b)), higher reactor temperature (°C) (Figure 5(c)), higher sludge production (g/L), 

greater total weight loss of the electrode (%), and higher ADMI values compared to 18, 12, 

and 6 V. All efficiency results are summarized in Table 1. At 24 V with a current 

consumption of 1.05 A, a removal time of 20 minutes, and a dye volume of 500 mL, the 

electrical energy consumption was 16.8 kWh/m³, with an estimated cost of 67.2 baht/m³. 
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Figure 5. Effect of the applied voltages of parallel electrode connection on the;  

(a) the dye removal efficiency (%), (b) the current consumption (A) and  

(c) the reactor temperature (°C). 

 

Table 1. Summary of efficiency results for rNB color reduction using the simple laboratory-

scale EC system (with varying applied voltages, a constant parallel connection, and a 3 cm 

interelectrode distance). 

 

Parameters 
Applied voltages (V) 

6 12 18 24 

Dye removal efficiency (%): > 92 100 100 100 

Removal time (minutes): 100 40 25 20 

Current consumption (A): 

    (before/after of removal process) 

0.14/0.15 0.31/0.39 0.44/0.64 0.63/1.05 

Reactor temperature (°C): 

    (before/after of removal process) 

32.0/33.0 32.0/36.0 32.0/38.0 32.0/45.0 

Total weight loss of the electrode (%) a: 

    (before/after of removal process) 

0.10 0.10 0.11 0.13 

Sludge production (g/L) b: 

    (after of removal process) 

0.7904 1.4992 1.8302 1.9994 

Color measurement (ADMI):      

    (before/after of removal process) 

3067/166 3067/32 3067/32 3067/32 

pH values: 

    (before/after of removal process) 

9/10 9/10 9/11 9/11 

a Total weight loss of the electrode (%) = [(Total initial weight (g) – Total final weight (g)) x 

100)] / (Total initial weight (g)). 

(a) 

(b) 

(c) 
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b Sludge production (g/L) = (Sludge weight (g) x 500 mL) / (1000 mL). 

 

Under the conditions of the highest % dye removal, the parallel electrode connection 

at 24 V applied voltage and 3 cm interelectrode distance was used for the blue tone color 

removal from four synthetic dye-wastewater samples. These samples included a 400 mg/L 

reactive blue dye (INDAFIX brand) and a 400 mg/L reactive indigo dye (from Cha Craft 

Studio, Ban Tunghong, Phare, without a brand name), both prepared in distilled water, as 

well as a 400 mg/L direct navy-blue dye (Sampoaw brand). Another sample, prepared in tap 

water, contained a mixed color of three dyes (100 mg/L of each). Results were compared 

with a 400 mg/L reactive navy-blue dye (INDAFIX) in distilled water and are shown in 

Figure 6. For the reactive blue dye (detected at 670 nm), the dye removal was 100% within 

20 minutes (43 ADMI after color removal). For the reactive indigo dye (detected at 690 nm), 

the dye removal was 99.68% within 80 minutes (29 ADMI after color removal). For the 

direct navy-blue dye (detected at 542 nm), the dye removal was 99.70% within 15 minutes 

(85 ADMI after color removal). For the mixed blue tone dye (detected at 610 nm), the dye 

removal was 99.68% within 80 minutes (87 ADMI after color removal). The differences in 

removal times may be attributed to the molecular structure of each dye. 

The EC system using the parallel electrode connection can operate until one pair of 

iron-sheet electrodes fails or becomes less efficient. Although the EC system can continue 

operating with the remaining electrodes, a new pair of iron-sheet electrodes will need to be 

replaced to meet efficiency requirements. 
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Figure 6. Application of the proposed EC system for the removal of synthetic samples of 

reactive navy-blue dye (rNB), reactive blue dye, reactive indigo dye,  

direct navy-blue dye, and mixed blue-tone dye. 

 

Conclusion:  

This research aimed to investigate the electrocoagulation process using a simple laboratory-

scale system for removing color from a 400 mg/L reactive navy-blue dye (rNB) in a synthetic 

sample. The results indicate that this system, utilizing a parallel electrode connection, a 3 cm 

interelectrode distance, and an applied voltage of 24 V, achieved the highest removal 

efficiency (100% dye removal), rapid color removal (within 20 minutes), and offered benefits 

such as simplicity of operation, reduced chemical usage, and safety in equipment use. After 

the removal process, the system produced less sludge, consumed fewer electrodes, and 

resulted in a lower color value (32 ADMI). This system also successfully removed 

commercial reactive blue, reactive indigo, direct navy-blue dyes, and their mixed blue tone 
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colors. It could serve as an alternative method for removing blue tone dyes in community 

enterprises involved in dyeing blue clothes. 

 

Acknowledgements:  

The author would like to thank the Department of Chemistry, Faculty of Science, and the 

Department of Natural Resources and Environment, Faculty of Agriculture, Natural 

Resources and Environment, Naresuan University, for providing the instruments and 

facilities. Special thanks also go to Naresuan University Secondary Demonstration School for 

their partial support of this research. 

 

References: 

1. Śmigiel-Kamińska D, Wąs-Gubała J, Stepnowski P, Kumirska J. Molecules. 2020; 

25:5435. 

2. Nachiyar CV, Rakshi AD, Sandhya S, Jebasta NBD, Nellore J. CSCEE. 2023;7:100339. 

3. Al-Tohamy R, Ali SS, Li F, Okasha KM, Mahmoud YA-G, Elsamahy T, Jiao H, Fu Y, 

Sun   J. Ecotoxicol. Environ. Saf. 2022;231:113160. 

4. Aksu Z. Process Biochem. 2005;40:997-1026. 

5. Gül UD. Water SA. 2013;39:593-598. 

6. Xu XR, Li HB, Wang WH, Gu JD. Chemosphere. 2005;59:893-898. 

7. Bilgi S, Demir C. Dyes Pigm. 2005;66:69-76. 

8. Rezaee A, Ghaneian MT, Khavanin A, Hashemian SJ, Moussavi G, Ghanizadeh G, 

Hajizadeh E. Iran J Environ. Health. Sci. Eng. 2008;5:95-100. 

9. Hakizimana JN, Chafi BGM, Stiriba Y, Vial C, Drogui P, Naja J. Desalination. 

2017;404:1–21. 

10. Mohammed AS, El-Gendi A, El-Khatib KM, Hassan SH. Wat. Ener. Food. Env. J. 

2021;2:41- 53. 

11. Gasmi A, Ibrahimi S, Elboughdiri N, Tekaya MA, Ghernaout D, Hannachi A, Mesloub A, 

Ayadi B, Kolsi L. ACS Omega. 2022;7:22456−22476. 

 
 

 

 

269



 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

SIMPLE OXALATE-SELECTIVE NAKED-EYE AND SPECTROPHOTOMETRIC 

DETERMINATION BASED ON ALUMINIUM-INDICATOR COMPLEX  

Phetlada Kunthadee*, Rattikon Yong, Jiraporn Kitikul  

Program in Chemistry, Faculty of Science, Maejo University, Chiang Mai 50290, Thailand 

*e-mail: phetlada@mju.ac.th 

 

Abstract:  

Indirect determination of anion by indicator displacement in a complex between 

aluminium(III) and xylenol orange (XO) has been carried out using the naked-eye detection 

along with UV-Visible spectroscopy. A red-pink complex solution of Al2XO was observed at 

pH 3 which absorb the light at the maximum wavelength of 554 nm for studying anion 

selectivity and the linear range of target anion. The most selective anions were found to be 

oxalate and pyrophosphate, considering from the decreasing concentration of Al2XO together 

with the return of yellow solution of XO free ligand at 436 nm in the absorption spectra. 

However, in case of pyrophosphate, it took longer than 2 hours to process the color change at 

low concentrations. The narrow linear range of pyrophosphate was also observed and not 

suitable for the quantitative determination. The working concentration range of oxalate was 

obtained in the range of 8.010–6−7.010–5 M after 30 minutes of indicator substitution. The 

limit of detection (LOD) was 6.610–6 M and the limit of quantitation (LOQ) was 1.510–5 M 

of oxalate. Stoichiometric ratio of Al(III) : oxalate was 2 : 3 after the indicator displacement. 

Moreover, repeatability and reproducibility confirmed a good precision of oxalate analysis 

with 0.159% and 0.322%RSD, respectively. The proposed method was then applied for the 

determination of oxalate in 7 water samples and beverages. Oxalate content was expectedly 

not detected in drinking water, ultrapure water, and also tap water, whereas mineral water, 

kombucha tea, guava juice and carrot juice contained the concentrations of oxalate with the 

percentage recoveries in acceptable range of 80.5–91.5%.  

 

Introduction:  

It is of great interest to develop a rapid, simple, cost-friendly and sensitive method for various 

anions. Recently, more attention has been paid to indicator displacement assays (IDAs) due 

to the good selectivity, high sensitivity and visibility.1,2 IDA approaches can detect anions, 

amino acids, and other functional group molecules2-6 and have been considered as an 

alternative technique besides the developed methods such as ion chromatography (IC)7, high 

performance liquid chromatography (HPLC)8,9, gas chromatography (GC)10,11, 

chemiluminescence12, fluorescent detection13-15, and enzyme assays16,17, etc. Xylenol orange 

(XO) is one of metallochromic indicator, most commonly used as a tetrasodium salt which 

appears between yellow (in acid) and purple (in base) depending on the pKa value.18,19 It was 

reported from the previous work that Al3+ could bind strongly to XO and introduce a 

regulated change in color and UV-Visible absorption spectrum shift at pH 3.20-22 Therefore, 

we herein report a rapid naked-eye and spectrophotometric method for the quantitatively 

determination of target anion using the mixed solution of Al3+ and XO in pH 3 via IDA 

process as proposed in Figure 1.23 
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Figure 1. IDA mechanism for the detection of selective anion. 

         

Methodology:  

Materials 

The chemicals used were of analytical reagent grade. All solutions were made with ultrapure 

water (Milli Pore/Milli-Di 18.2 MΩ·cm). The stock solution of xylenol orange (XO) 

indicator were 0.01 M and then adjusting the pH to 3.0 by adding HCl. The stock solution of 

Al2(SO4)318H2O were 0.01 M. The stock solutions of tested anion; Cl-, Br-, I-, NO2
-, NO3

-, 

SO3
2-, SO4

2-, HCO3
-, CH3COO-, C2O4

2-, H2PO4
- and P2O7

4- were 0.01 M. The working 

solutions of all these reagents were diluted from the stock solutions with ultrapure water. 

Equipments 

pH determinations were performed using a Metrohm-913 pH meter. UV-Visible absorption 

spectra were recorded on Hitachi-UH5300 spectrophotometer.  

Measurement procedure 

The pH 3.0 containing 25 L of 0.01 M XO and 25 L of 0.01 M Al2(SO4)3 solution was 

initial examined using naked-eye detection and UV-vis spectrophotometric measurements in 

the range of 350-700 nm wavelength, then 200 L of 0.01 M tested anions were added 

separately for 30, 60, and 120 mins to investigate the most selective anion and response time.  

The control Al2XO complex solution containing 0.5 mM XO (pH 3.0) and 0.5 mM 

Al2(SO4)3 at the equal volume were prepared, followed by adding the solution of 0.5 and 1.0 

mM of target anion to make the concentration range of 5.010-7 to 3.010-4 M for linearity 

test. The naked-eye detection was carried out after the solutions had been mixed and left for 

30-60 mins to reach the equilibrium of reaction and then UV-vis spectra were recorded. 

Stoichiometric molar ratio of Al3+: target anion was also investigated by adding different 

volumes of 0.5 mM target anion into the Al2XO complex solution at pH 3.0 in order to 

predict the indicator displacement mechanism. The limit of detection (LOD) and limit of 

quantitation (LOQ) were studied by preparing at least 7 replicates of the mixed solution 

between 0.5 mM XO and 0.5 mM Al2(SO4)3 as the blank solution. LOD (mean of sample 

blank value+3SD) and LOQ (mean of sample blank value+10SD) were then calculated using 

the calibration curve of target anion. Repeatability and reproducibility were examined in 12 

replicates by preparing the Al2XO complex solution in the presence of 5.010-5 M of target 

anion to ensure the precision of method.   

Real samples analysis was carried out by preparing the control Al2XO complex 

solution and then adding 7 water samples and beverages as follows; drinking water, ultrapure 

water, tap water, mineral water, kombucha tea, guava juice and carrot juice (Notes; fruit 

juices were obtained by blending, centrifuging, and filtering through Whatman paper), to 

determine the target anion content and percentage recovery was calculated in triplicates by 

using the spiking method. The 1.010-5 M of standard target anion was spiked into the mixed 

solution of Al2XO complex and 200 L of real sample.      

 

          

+ 

      Al3+        [Al3+−XO]           [Al3+−anion]     

XO indicator 

anion 
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Results and Discussion:  

Figure 1 shows the change in color of the solution from yellow to red-pink due to the 

complex formation between XO and Al3+ at pH 3.0. The maximum absorption at 436 nm of 

free XO indicator was shifted to 554 nm when the Al2(SO4)3 solution was added into the pH 

3.0 containing XO solution, indicating the presence of Al2XO complex. 

 

 
Figure 1. Color and UV-vis spectra of XO free ligand (yellow) 

and Al2XO complex (red-pink) solutions. 

 

When adding 0.01 M of tested anions; Cl-, Br-, I-, NO2
-, NO3

-, SO3
2-, SO4

2-, HCO3
-, 

CH3COO-, C2O4
2-, H2PO4

- and P2O7
4-. The most selective anions were found to be 

pyrophosphate (P2O7
4-) and oxalate (C2O4

2-), considering from the disappearance of Al2XO 

red-pink color along with the return of yellow solution of XO free ligand (Figure 2).  

 

 

Figure 2. Color photograph of the XO free ligand, Al2XO complex, 

and the mixture of Al2XO with various anions at pH 3. 

 

 However, oxalate (C2O4
2-) exhibited the good response time to complete the indicator 

displacement process compare to pyrophosphate (P2O7
4-). The quick return of yellow solution 

indicated the selectivity of C2O4
2- to substitute XO ligand and bind to Al3+ effectively. 

 

       
     XO Al2XO    C2O4

2-  P2O7
4-  C2O4

2-   P2O7
4-  C2O4

2-  P2O7
4- 

       30 min    60 min      120 min 
 

Figure 3. Effect of time on the indicator displacement process. 

 
  XO   Al2XO   P2O7

4-   C2O4
2-   Cl-      I-      Br-    OAc-  NO2

-   NO3
-   HCO3

-  SO3
2-  SO4

2-  H2PO4
- 

 

0

0.5

1

1.5

2

2.5

350 400 450 500 550 600 650 700

A
b

so
rb

an
ce

Wavelength (nm)

XO

XO+Al³⁺436 nm 

554 nm 

XO  
 

XO+Al2(SO4)3 

 

 

272



2  (Full paper template) 
 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

The linearity of P2O7
4- and C2O4

2- were furthered investigated in the concentration 

range of 5.010-7 to 3.010-4 M of target anions. Figure 4a shows the narrow linear range of 

P2O7
4- in the UV-vis spectra and therefore not suitable for the quantitative determination. The 

addition of C2O4
2- into the complex solution led to the gradually decrease in red-pink color 

and absorbance at 554 nm, as increasing the concentration of C2O4
2-. The blue shift from 554 

to nearly 436 nm illustrated in Figure 4b indicating the return of free XO after the indicator 

displacement by C2O4
2- into the original complex.20 The linear concentration range of oxalate 

was 8.010–6–7.010–5 M (Figure 5) with the calculated limit of detection of 6.610–6 M and 

the limit of quantitation of 1.510–5 M. 

 

        

   
(a)                                                                      (b) 

Figure 4. Linearity and UV-vis spectra of Al2XO complex in the presence of 

different concentrations of (a) P2O7
4- and (b) C2O4

2- 

 

 
Figure 5. Calibration curve of oxalate (C2O4

2-) 

XO  
(436 nm) 

XO + Al2(SO4)3 
(554 nm) 

[C2O4
2-] 

XO  
(436 nm) 

XO + Al2(SO4)3 
(554 nm) 

[P2O7
4-] 
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Stoichiometric ratio of Al3+ : C2O4
2- was 2 : 3 as presented in Figure 6 due to the 

chelation of stronger bidentate C2O4
2- ligand19-20, leading to the indicator displacement in 

Al2XO complex. 
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Figure 6. Stoichiometric ratio of Al3+:C2O4
2- 

   
Repeatability and reproducibility confirmed a good precision of oxalate analysis with 

0.159% and 0.322%RSD, respectively. The proposed method was furthered applied for the 

determination of oxalate in real water samples and beverages. The low volume of filtered 

sample was added into the control Al2XO complex. The naked-eye detection of real samples 

illustrated in Figure 7 that the original color of tea and juice samples did not affect the 

determination of oxalate. 

 
(1)  (2)  (3)   (4)  (5)  (6)  (7)  (1)  (2)  (3)   (4)  (5)  (6)  (7) 

   
 

(1) Drinking water (2) ultrapure water  (3) tap water  (4) mineral water  (5) kombucha tea  (6) guava juice  (7) carrot juice 

 

(a)    (b) 

 

Figure 7. Color photograph of (a) water samples and beverages and  

(b) the mixture of Al2XO complex with the samples at pH 3. 

 

Table 1 shows the concentrations of C2O4
2- found in mineral water, kombucha tea, 

guava juice and carrot juice, while not detected in drinking water, ultrapure water, and tap 

water. The percentage recoveries in acceptable range of 80.5–91.5% were obtained using the 

developed method after triplicate measurements. 
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Table 1. Analysis of oxalate (C2O4
2-) in real samples by the proposed method*. 

Samples 
C2O4

2- added 

(10-5 M) 

C2O4
2- found 

(10-5 M  SD) 

Recovery 

(%) 

Drinking water - 0.38  0.02 

ND** Ultrapure water - 0.46  0.03 

Tap water - 0.45  0.02 

Mineral water 
- 

1.0 
2.33  0.02 

3.14  0.04 
80.56 

Kombucha tea 
- 

1.0 
6.44  0.02 

7.35  0.01 
91.54  

Guava juice 
- 

1.0 
2.17  0.01 

3.06  0.01 
88.69 

Carrot juice 
- 

1.0 
7.41  0.02 

8.33  0.01 
91.56 

 *Triplicate experiments (n = 3).  **Not Detected (C2O4
2- found lower than LOD)  

 

Conclusion:  

Indirect determination of oxalate (C2O4
2-) anion by indicator displacement in a 

complex between Al3+ and XO indicator has been proposed in this work and studied using the 

naked-eye detection and UV-Visible spectroscopic method. C2O4
2- could replace and bind 

effectively to Al3+ with a response time of 30 minutes, leading to the decrease in absorbance 

of Al2XO complex, changing in color from red-pink (554 nm) to yellow (436 nm) as 

increasing of the concentration of oxalate. The working concentration range were 8.010–6–

7.010–5 M with the calculated LOD of 6.610–6 M and LOQ of 1.510–5 M. The simple 

proposed method could be applied in real water samples and beverages with the satisfying 

percentage recoveries. 
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Abstract:  

Corticosteroids are synthetic steroids used to treat inflammatory diseases and are 
commonly applied in dermatological treatments. Moreover, they can also cause the 
depigmenting of melanocytes. Due to this effect, corticosteroids are misused for skin 
whitening purposes. Misuse of corticosteroids can lead to serious side effects such as 
Cushing’s syndrome, diabetes mellitus, and skin atrophy. Thus, this study presents a simple 
colorimetric reaction for monitoring the corticosteroids, including triamcinolone acetonide 
(TMA) and betamethasone-17 valerate (BMT). The colorimetric reaction is based on the 
oxidation reaction of corticosteroids with triphenyl tetrazolium salt in the presence of 
tetramethyl ammonium hydroxide, resulting in red-colored products monitored by UV-visible 
spectrophotometer. Under optimal conditions, TMA and BMT induce a rapid color change 
within 15 minutes with good linearity ranging from 10.0 – 250.0 mg L-1 for TMA and 50.0 – 
250.0 mg L-1 for BMT. Additionally, this proposed colorimetry demonstrates good efficiency 
with the detection limit of 3.3 for TMA and 11.9 mg L-1 for BMT and the quantification 
limits of 10.9 mg L-1 for TMA and 35.9 mg L-1 for BMT. This study highlights the simple and 
rapid colorimetric detection of TMA and BMT, which could be developed as the alternative 
approach for screening the misuse of these corticosteroids. 
 
Introduction: 

Corticosteroids are synthetic steroids structurally similar to natural corticoid 
hormones produced by the adrenal gland cortex, such as cortisol and corticosterone 1. 
Corticosteroids are well-known drugs primarily used to treat inflammatory diseases. 
Additionally, they are commonly applied in dermatological treatments such as psoriasis, 
dermatoses, and eczema. Corticosteroids are classified into seven groups due to their potency 
2. However, prolonged use of corticosteroids can lead to adverse effects, including skin 
atrophy, cutaneous reactivity, systematic side effects, hypertension, diabetes mellitus, 
osteoporosis, allergic contact dermatitis, and Cushing’s syndrome3. Therefore, corticosteroids 
must be used only for medical treatment purposes. Additionally, these corticosteroids can 
decrease the number of melanocytes by inhibiting cytokine or prostaglandin activity, leading 
to depigmentation 4,5. This effect has resulted in the illegal use of corticosteroids, particularly 
betamethasone valerate (medium potency), and triamcinolone acetonide (medium potency) in 
whitening cosmetic products 6–8, despite EU regulations prohibiting their use in cosmetic 
products 9,10. Therefore, there is an urgent need for rapid and accurate methods to monitor 
and control these illegal uses.  

Several methods for determining corticosteroids have been reported, including liquid 
chromatography coupled with a tandem mass spectrometer (LC-MS/MS), reverse phase-high 
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performance liquid chromatography with ultraviolet detection (RP-HPLC-UV) and thin-layer 
chromatography. LC-MS/MS can determine 10 corticosteroid targets with the detection limit 
ranging from 0.085-0.109 mg kg-1. RP-HPLC-UV can quantify 8 corticosteroid targets with 
the limit of quantification between (9.0-31.3 ng mL-1) 11. Thin-layer chromatography can 
detect a single corticosteroid with a detection limit of 0.061 µg spot-1 12. Although these 
techniques offer high accuracy and sensitivity, they still have notable drawbacks, such as 
high costs and complicated sample preparation. 

Herein, the UV-visible technique, which is simple, inexpensive, and easy to operate, 
has been employed for detecting corticosteroids. Several reagents such as sulfuric acid, 
prussian blue and triphenyl tetrazolium salt can be used to determine corticosteroids 
indirectly 13.  Among these, triphenyl tetrazolium salt offers rapid analysis and better 
sensitivity than others 13. Therefore, this study utilized the triphenyl tetrazolium salt reagent 
to detect triamcinolone acetonide (TMA) and betamethasone-17 valerate (BMT). The 
colorimetric reaction relies on the redox reaction of corticosteroids and triphenyl tetrazolium 
salt, producing the triphenylformazan derivative (reduced form), which generates the red 
color. This proposed colorimetry exhibits good efficiency with limits of detection of 3.3 and 
11.9 mg L-1 for TMA and BMT, respectively.  
 
Methodology: 
Materials  
Triamcinolone acetonide (TMA) and betamethasone-17 valerate (BMT) were purchased from 
LGC Standard Ltd. (Teddington, United Kingdom). Triphenyl tetrazolium chloride (TTZ) 
and tetramethyl ammonium hydroxide (TMAH) were from Sigma-Aldrich CO, Ltd. 
(Massachusetts, United States of America). Spectrostar Nano UV-visible spectrophotometer 
was obtained from BMG LabTech Ltd. (Offenburg, Germany). 
Standard preparation  
To prepare the corticosteroids standard, 1 mg of TMA and BMT were each dissolved in 1 mL 
of methanol to obtain the stock standard of 1000 mg L-1. For the color reagent, triphenyl 
tetrazolium chloride of 334.8 mg was dissolved in 2 mL of methanol to obtain the stock 
standard of 500 mM. Note that the color reagent should be freshly prepared before 
measurement.  
Colorimetric reaction 
The color reagent, consisting of triphenyl tetrazolium chloride (TTZ) and tetramethyl 
ammonium hydroxide (TMAH), was added for 7.0 and 32.0 µL to a 96-well plate to achieve 
a final concentration of 80.0 mM and 40.0 mM, respectively. Then, each corticosteroid 
standard of 20.0 µL was added to the solution to reach a final concentration of 100.0 mg L-1, 
and the volume was adjusted to 200.0 µL by methanol. After the reaction time reaches 15 
minutes, the reaction results in a color change from colorless to red, which can be monitored 
by UV-Vis spectrometry with maximum absorbance at the wavelength of 480 nm.  
 
Results and Discussion: 

The colorimetric detection of TMA and BMT using TTZ as a color reagent was 
initially studied in 96-well plates to achieve the highest sensitivity. This color reaction is 
based on the redox reaction between the TTZ reagent and corticosteroid analyte in the 
presence of TMAH. TMAH first acts as a catalyst by deprotonating α-carbonyl of C-21 of 
corticosteroids, activating them for the subsequent oxidation reaction with TTZ14. TTZ, 
acting as an oxidizing agent, oxidizes the alcohol (-CH2OH) functional group of 
corticosteroids at the C-21 position to the aldehyde (-CHO) functional group. Meanwhile, the 
TTZ occurs the reduction, generating its reduced form called triphenylformazan (red 
product), which exhibits a maximum absorbance at 480 nm 15,16, as illustrated in Figure 1. 
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Thus, the absorbance is proportional to the concentration of the corticosteroid analytes (TMA 
and BMT). 

 

 
 

Figure 1. Illustration of the colorimetric reaction between triamcinolone acetonide (TMA), 
representing a corticosteroid analyte, and triphenyl tetrazolium chloride (TTZ) in the 

presence of the tetramethyl ammonium hydroxide (TMAH). 
 

 
Figure 2. The UV-Vis absorption spectra of colorimetry reagent (50 mM of TTZ) and 

catalyst (50 mM of TMAH) in the presence of 200.0 mg L-1 (A) TMA and (B) BMT were 
measured over the wavelength ranging from 350–700 nm.  

In order to characterize the role of reagents in detecting corticosteroids, the absorption 
spectrum of each reagent and corticosteroid was measured to confirm their function. As 
shown in Figure 2, the reagent solution of TTZ (Figure 2A(a) and Figure 2B(a)) and TTZ 
mixed with TMAH (Figure 2A(b) and Figure 2B(b)), remained colorless, indicating no 
reaction occurred. Similarly, the mixture of corticosteroid analytes with only TTZ reagent, as 
shown in Figure 2A(c) and Figure 2B (c), also remained colorless. This result demonstrates 
that TTZ cannot oxidize corticosteroid analytes in the absence of catalyst TMAH due to the 
inactivated form of corticosteroid analytes14. Likewise, the mixture of corticosteroid analytes 
with only TMAH catalyst, as shown in Figure 2A(d) and Figure 2B(d), remained colorless. 
Although TMAH can activate the corticosteroid analytes, the absence of an oxidizing agent 
makes it unable to cause their oxidation reaction. Therefore, under these conditions, 
triphenylformazan is not produced, resulting in no absorption at 480 nm. However, in the 
presence of TTZ, TMAH and corticosteroid analytes, the red color was observed with high 
absorbance at 480 nm, indicating the redox reaction occurring and producing 
triphenylformazan17.  
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Figure 3. Optimization of key parameters affecting the colorimetry detection of TMA and 
BMT.  Effect of (A) TMAH concentration, (B) TTZ concentration, and (C) reaction time. 
The blue and orange bars represent TMA and BMT analytes, respectively. The error bars 

indicate the standard deviation obtained from three replications. 
 

To achieve high efficiency from the proposed colorimetry for detecting TMA and 
BMT, the critical parameters affecting the detection were investigated. The optimal TMAH 
concentration was first studied due to its role in activating the TMA and BMT analyte. The 
concentrations of TMA ranging from 20.0 to 80.0 mM were studied, while the concentration 
of TMAH and the corticosteroid analytes (TMA and BMT) was fixed at 50.0 mM and 100.0 
mg mL-1, respectively, with reaction time of 15 minutes. As shown in Figure 3A., the 
absorbance at 480 nm for both TMA and BMT analytes increased with increasing TMAH 
concentration up to 40.0 mM and plateaued over 40.0 mM. This result might be attributed to 
the limited amount of TMA and BMT available to react with TMAH. Therefore, 40.0 mM of 
TMAH was selected as the optimal concentration for further experiments. 

 Next, the TTZ concentration was investigated, ranging from 20.0 to 100.0 mM, while 
maintaining the TMAH and the corticosteroid analytes concentrations at 40.0 mM and 100.0 
mg L-1, respectively, with reaction time of 15 minutes. As demonstrated in Figure 3B, the 
absorbance of both analytes increased with increasing TTZ concentration to 80 mM and 
remained constant beyond this concentration. Thus, 80.0 mM of TTZ was selected as the 
optimal concentration for further study.  

Finally, the reaction time was evaluated from 5 to 20 minutes with the concentration 
of TMAH, TTZ, and the corticosteroid analytes fixed at 40.0 mM, 80.0 mM, and 100.0 mg L-
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1. As shown in Figure 3C, the absorbance increased to reach the maximum absorbance at 15 
minutes and then plateaued over 15 minutes, indicating that the redox reaction had 
completed. Considering the high absorbance and rapid analysis, the reaction time of 15 
minutes was chosen as the optimal condition. Moreover, these results were consistent with 
the visualized detection, suggesting that this method could serve as an alternative screening 
method for TMA and BMT via naked-eye observations. 

 

 
Figure 4. The calibration curve of BMT (A) and TMA (B) under the optimal condition. The 

error bars indicate the standard deviation obtained from three replications.  
 Under the optimal conditions, the analytical performance of TMA and BMT was 
evaluated using standard solutions at various concentrations. The results shown in Figure 4A 
and 4B, the absorbance at 480 nm increased with the increase in the concentration of BMT 
and TMA. The absorbance was directly proportional to the TMA concentration in the range 
of 10.0-250.0 mg L-1 and the BMT concentration in the range of 50.0-250.0 mg L-1. The 
detection limits, calculated using 3.3σ/slope (where σ is the standard deviation of intercept of 
a calibration curve, and the slope is the slope of the calibration curve), were found to be 3.3 
and 11.9 mg L-1 for TMA and BMT, respectively. The quantification limits (10σ/slope) of 
TMA and BMT were found to be 10.9 and 35.9 mg L-1, respectively. These absorbance 
results were consistent with the red color intensity observed visually, suggesting that this 
method could be used for screening TMA and BMT using the naked eye. 
 
Conclusion: 

The detection of the triamcinolone acetonide (TMA) and betamethasone-17 valerate 
(BMT) using UV-visible spectroscopy has been successfully achieved through redox reaction 
via the triphenyl tetrazolium chloride reagent. This reaction produces formazan products with 
a red color that shows the maximum absorption at 480 nm. This proposed method enabled 
rapid analysis within 15 minutes and demonstrated good analytical performance with the 
detection limits of 3.3 and 11.9 mg L-1 for TMA and BMT, respectively. Further experiments 
will investigate the method’s selectivity and application to real samples. Additionally, the red 
color intensity which was visually proportional to the concentration of both TMA and BMT, 
suggests the potential for developing a screening test.   
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Abstract:  

The electrochemical reduction of carbon dioxide (CO2RR) presents a promising 

approach to mitigating CO2 emissions while producing valuable chemical products. Nickel 

complexes have gained attention as molecular catalysts due to their tunability and diverse 

redox properties. In this study, a new Schiff base macrocyclic nickel complex, Ni-N3S, was 

synthesized with sulfur incorporation, aiming to investigate the effect of this sulfur donor in 

comparison with that of the nitrogen counterpart (Ni-N3NH) on its electrochemical and 

catalytic properties for CO2 reduction. The nickel complex (Ni-N3S) was prepared through 

Ni-templated condensation of 2,2´-iminobisbenzaldehyde and 2,2'-thiobis(ethylamine) and 

characterized using UV-vis spectroscopy, mass spectrometry, and 1H NMR spectroscopy. 

The UV-vis results revealed a red shift in the absorption spectrum compared to its nitrogen 

counterpart, indicating altered electronic properties due to sulfur substitution. Mass 

spectrometry confirmed the molecular formula, with the molecular ion peak [Ni-N3S]+ 

observed at m/z = 366.05823. 1H NMR data indicated that Ni-N3S is diamagnetic, consistent 

with the anticipated d8 electronic configuration and square planar geometry, though some 

dynamic behavior due to sulfur coordination was evident. Electrochemical studies using 

cyclic voltammetry demonstrated a reversible redox process corresponding to the NiI/NiII 

couple at -1.456 V versus Fc/Fc+, which was more cathodic compared to the previously 

reported Ni-N3NH complex (-1.864 V). However, under a CO2 atmosphere, it was revealed 

that Ni-N3S exhibited lower CO2RR activity compared to the Ni-N3NH. This reduction in 

catalytic activity is attributed to either the shift in redox potential, or the absence of the N-H 

moiety, which can be crucial for stabilizing CO2 intermediates in solution, as seen previous 

studies. Further investigation will focus on immobilizing the complex onto carbon supports to 

evaluate its potential in heterogeneous electrocatalysis. 

 

Introduction:  

The carbon dioxide reduction reaction (CO2RR) to fuels and chemicals powered by 

renewable electricity, offers a path for addressing both carbon dioxide emissions and 

challenges associated with renewable energy storage.1, 2 Subsequently, electrochemical 

conversion of CO2 to its reduced forms such as CO, methanol, formate, etc., is 

thermodynamically uphill due to the natural inertness of CO2 with an initial C=O bond 

energy of 806 kJ mol−1.3 For conversion to occur at appropriate rates, considerably more 

negative potentials than the thermodynamic values are required.4 Hence, catalysts are 

necessary to accelerate reaction rates. Notably, the hydrogen evolution reaction (HER) can 

emerge a competitive reaction for electrochemical CO2 reduction (ECR). As HER consumes 

protons and electrons at comparatively lower voltages, it significantly reduces the faradaic 

efficiency for CO2RR.5 
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The appeal of molecular catalysts for electrochemical CO2 reduction has been 

drawing considerable interest, largely owing to their tunability and well-defined active site 

structures.4, 6 Nickel complexes are notably intriguing due to their rich redox properties and 

diverse coordination geometries, which enable the rational design of ligand frameworks.7 

Among the well-established ligand frameworks, aza-macrocyclic ligands such as cyclam, 

porphyrins, and phthalocyanine have been widely reported. These ligands have demonstrated 

exceptional activity and selectivity towards CO2 reduction.6, 8, 9 Notably, [Ni(cyclam)]2+ 

(Figure 1) efficiently converts CO2 to CO in water with 96% FE, demonstrating the 

suitability of tetraazamacrocycles ligand structures to facilitate ECR. Additionally, the 

existence of π-contributing units in catalytic systems, like porphyrins and phthalocyanines, 

are crucial for ECR. They enable efficient electron transfer to the catalytic center,10 allowing 

these catalysts to operate effectively in aqueous environments. 

 

 
Figure 1. Chemical structure of [Ni(cyclam)]2+, Ni-N3NH, and Ni-N3S 

 

In addition to the well-established ligand frameworks mentioned previously, recent 

studies have explored the potential of metal complexes containing Schiff-base ligands as 

catalysts for ECR.11 In particular, Brooker and co-workers have reported metal complexes of 

porphyrin-like N4-Schiff base macrocycles in their works12-16, including 1-Ni.17 Recently, our 

research group reported that 1-Ni and its derivatives exhibited ECR activity and selectively 

convert CO2 into CO. Especially, the hybrid catalyst based on molecularly dispersed nickel 

complex on N-doped graphene (1-Ni@NG) showed high performance of CO production with 

FECO of 82% in aqueous media.18 This complex is notably interesting because 1-Ni has the 

structural motif similar to that of cyclam and features a conjugated system which allow the 

immobilization onto carbon supports via non-covalent interactions as shown in Figure 1 (In 

this paper, to enhance clarity and accurately convey the structural and compositional details 

of the complex, the designation 1-Ni will be replaced with Ni-N3NH in the Results and 

Discussion sections). 

Ligand modification of the metal complex can be made to study the effects on overall 

catalyst performance.19 For example, nature inspired substitutions of Ni(isocyclam)2+ have 

been conducted by Gerschel and co-workers.19, 20 Despite lost in the selectivity, the sulfur 

incorporated complex Ni-LS was able to facilitate CO2RR at 0.3 V lower potential compared 

with the original Ni-LN, which led to reduction in energy demand. In other work by Kojima 

and co-workers, a Ni(II) complex inspired by the active site of carbon monoxide 

dehydrogenase (CODH), NiII-N2S2, has shown a photocatalytic reduction activity of CO2 

with a high selectivity (>99%) and a turnover number (TON) of 713 for the formation of CO 

(see Figure 2).21 

 

284



 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

 
Figure 2. Ni complexes from previous studies.19, 21, 22 

 

Here, we synthesize a new compound, Ni-N3S (Figure 1), a derivative of 1-Ni (Ni-

N3NH) by incorporating sulfur into the ligand framework. This ligand modification aims to 

investigate the impact on electrochemical behavior, catalytic activity, and selectivity of the 

catalyst towards CO2RR.  

 

Methodology:  

Materials and instrumentations 

 All the chemicals were used as received without further purification. 2,2′-

Iminodibenzoic acid (HN(C6H4CO2H)2, 95%) and tetrabutylammonium hexafluorophosphate 

(NBu4PF6, >99%) were obtained from Sigma-Aldrich. Nickel(II) tetrafluoroborate 

hexahydrate (Ni(BF4)2.6H2O, 99%) was purchased from fisher scientific and 2,2'-

thiobis(ethylamine) (S(C2H4NH2)2, >98%) was purchased from Tokyo Chemical Industry. 

Milli-Q water  (18.2 MΩ cm) was used in this work.  

 1H NMR spectra were recorded on a JEOL 500 MHz spectrometer and Bruker 400 

MHz spectrometer. Mass spectra were collected by high-resolution electrospray ionization 

mass spectroscopy (HR-ESI-MS) using a Bruker MicrOTOF-Q spectrometer. UV-vis 

adsorption spectra were obtained with a Varian Cary 50 Probe using a quartz cuvette with the 

optical path length of 1 cm. Cyclic voltammetry (CV) was performed on a Metrohm Autolab 

PGSTAT101 model.  

 

Synthesis and characterization of the nickel complex (Ni-N3S) 

Ni-N3S was synthesized through a modified method referring to a published 

literature.17 Three steps of synthesis were conducted to obtain the ligand precursor, 2,2´-

iminobisbenzaldehyde, from 2,2′-iminodibenzoic acid as a starting material. The literature 

synthetic route to the ligand precursor23, 24 is summarized in Figure 3. For the first step 

(esterification), 1 gram of 2,2´-iminodibenzoic acid was dissolved in 40 mL of methanol, then 

1 mL of concentrated H2SO4 was slowly added to catalyze the reaction. The mixture was 

refluxed for 5 hours followed by extraction with dichloromethane and evaporation to afford 

the pale-yellow solid of ester compound, 2,2´-iminobis(methyl benzoate), as the desired 

product (86% yield). 1H NMR (500 MHz, CDCl3, 298 K): δN-H (ppm) = 11.05 (s).  

The ester compound then was reduced to the alcohol compound (2,2´-

iminobis(hydroxymethyl benzene)) using LiAlH4 (4 equivalents) as the reducing agent. The 

mixture was stirred overnight and then quenched with Milli-Q water. After filtration and 

washing with dichloromethane, then the solvent (diethylether) was removed under reduced 

pressure, yielding a crude off-white solid, which was purified by precipitation in a 

CH2Cl2/Hexane mixture to obtain the white solid (75% yield). 1H NMR (500 MHz, CDCl3, 

298 K): δN-H (ppm) = 7.40 (s). 
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The final step of ligand preparation is oxidation of 2,2´-iminobis(hydroxymethyl 

benzene) to form 2,2´-iminobisbenzaldehyde. A colorless solution of 2,2´-

iminobis(hydroxymethyl benzene) in dry Et2O (30 mL) was treated with activated MnO2 (20 

equivalents). The resulting black suspension was stirred for 72 hours at room temperature. 
Afterward, the MnO2 was filtered off and the filtrate was concentrated to yield a crude yellow 

solid, which was then purified by chromatography in silica gel using 1:4 EtOAc/Hexane, 

resulting in the product as a bright yellow solid (58% yield). 1H NMR (500 MHz, CDCl3, 298 

K): δN-H (ppm) = 11.36 (s). 

 The nickel complex then was prepared through Ni-templated condensation using 

Ni(BF4)2.6H2O as Ni(II) precursor, the obtained 2,2´-iminobisbenzaldehyde and 2,2'-

thiobis(ethylamine) as the peripheral unit for Ni-N3S (see Figure 4). To a bright yellow 

solution of 2,2′-iminobisbenzaldehyde (102 mg, 0.45 mmol) in 20 mL of acetonitrile (MeCN) 

under reflux, a solution of nickel(II) tetrafluoroborate hexahydrate (159 mg, 0.45 mmol) in 10 

mL of MeCN was added. Subsequently, a solution of 2,2'-thiobis(ethylamine) (54 mg, 0.45 

mmol) in 15 mL of MeCN was added dropwise. The resulting dark red solution was then 

refluxed at 90 °C for 18 hours. After refluxing, the solvent was removed under reduced 

pressure, yielding a dark green solid, which was subsequently recrystallized using layer 

diffusion of acetonitrile and diethyl ether of diethyl ether over a green acetonitrile solution 

(60% yield). ESI(+) MS(m/z) (MeCN): [Ni-N3S]+ calculated 366.05749, found 366.05823. 

UV-vis (MeCN): λmax/nm (ε) = 311 (10731), 421 (3306), 480 (9065), 642 (1042). 

 

 
Figure 3. Synthetic route of the ligand precursor. (i) conc. H2SO4, MeOH. (ii) LiAlH4, Et2O. 

(iii) MnO2, Et2O. 

 

 
Figure 4. Ni-templated condensation to form Ni-N3S 

 

Electrochemical study 

Cyclic voltammetry (CV) was performed to investigate the redox activity of Ni-N3S 

in CH3CN solutions (1 mM) with 0.1 M NBu4PF6 as the supporting electrolyte. As the 

working electrode, a glassy carbon electrode was used after being polished with alumina 

suspension and rinsed with deionized water. A platinum wire and a 0.01 M AgNO3/Ag 

electrode were used as the counter electrode and the reference electrode respectively, whereas 

the results were externally calibrated to the Fc/Fc+ couple (EFc/Fc+ = 0.09 V ± 0.01 V, ΔEp =65 

mV). CV experiments were performed first in N2 atmosphere to study the electrochemical 

properties of the complex. After that, another CV was performed in CO2 atmosphere to 

investigate the catalytic activity of the complex. 

 

Results and Discussion:  
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The Ni-N3S complex has been successfully synthesized using the previously 

described method. The UV-vis absorption spectrum of Ni-N3S in acetonitrile exhibits a 

pattern somewhat similar to that of Ni-N3NH by showing signals at around 311 nm, 480 nm, 

and 642 nm as shown in Figure 5. In the region above 500 nm, while Ni-N3NH shows 

absorption signal at 554 nm, Ni-N3S exhibits a higher wavelength absorption signal at 642 

nm. This significant shift is reflected in the color of the Ni-N3S solution, which appears 

green, in contrast to the maroon color of Ni-N3NH. By comparing their absorption peaks (see 

Table 1), the sulfur derivative showed significant red shifts which confirm that a new 

compound was successfully obtained. This result also confirms the notion that by substituting 

the donor atom, the electronic property of the complex is altered which most likely due to the 

different donating character of nitrogen and sulfur. 

 

 
Figure 5. UV-vis absorption spectra in acetonitrile of Ni-N3S (green line) and Ni-N3NH (red 

line)  

 

 The molecular mass of the synthesized compound was confirmed using electrospray 

ionization mass spectrometry (ESI-MS). As shown in Figure 6, the mass spectrum of Ni-N3S 

showed a prominent molecular ion peak at m/z = 366.05823, which corresponds to the [Ni-

N3S]+ species. This data aligns with the calculated exact molecular mass of the complex 

(366.05749 Da) and molecular formula [C18H18N3SNi]+. This result confirms that the desired 

Ni-N3S complex was successfully synthesized. 

 

 
Figure 6. Mass spectrum of Ni-N3S 
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 The structure of the synthesized nickel complex was further characterized by 1H NMR 
spectroscopy at room temperature. The integration of the proton signals corresponds well 

with the proposed structure, indicating the correct stoichiometry of the complex (see Figure 

7). In addition, 1H NMR spectrum of Ni-N3S was recorded to gain insight into the electronic 

and structural properties of the complex. The spectrum reveals important features that inform 

both the coordination environment and potential dynamic behavior of the complex. The 

presence of a well-defined yet slightly broadened signals in the 1H NMR spectrum suggests 

that the Ni-N3S complex is mostly diamagnetic. This is consistent with a low-spin d8 

nickel(II) center, commonly associated with square planar geometries. Furthermore, the slight 

broadening of several peaks (δ=8.0 ppm; δ=7.5 ppm; δ=3.5-4.0 ppm) suggests that some 

dynamic behavior may be occurring. Even though the complex is most likely adopting a 

square planar geometry, the incorporation of sulfur could introduce some degree of flexibility 

in the coordination sphere, resulting in dynamic behavior.25 This fluctuation could account 

for the observed peak broadening, and further investigation is needed to fully understand the 

extent of this behavior. Notably, no evidence of axial ligand coordination (e.g., solvent 

molecules) is observed in the spectrum, further supporting a primarily square planar structure.  

 

 
Figure 7. 1H NMR spectrum of Ni-N3S in CD3CN 

 

After confirming the successful synthesis by several techniques, electrochemical 

properties of Ni-N3S were analyzed by conducting cyclic voltammetry (CV) experiments. 

The redox activity of Ni-N3S was investigated in solutions with NBu4PF6 as the electrolyte 

and acetonitrile as the solvent. From the CV results shown in Figure 8, the complex showed 

a reversible redox process that corresponds to NiI/NiII redox couple at -1.456 V versus 

Fc/Fc+. Interestingly, this peak appeared at more cathodic potential compared to the original 

Ni-N3NH from the previous work18 with the difference of 408 mV as detailed in Table 1.  

Then to investigate the catalytic activity of Ni-N3S, experiments were conducted in 

CO2 atmosphere. When purging CO2 to the solution, Ni-N3S showed almost no current 

enhancement, however a slight enhancement was observed upon an addition of water as 

proton source. Furthermore, in the presence of water, the Ni-N3S showed higher enhancement 

in CO2 atmosphere than in N2 (see Figure 8a). This result indicates the lower reactivity of 

Ni-N3S towards CO2RR in homogeneous system compared to Ni-N3NH which possibly due 

to the absence of N-H moiety in the structures. Without the N-H group, the complex may 

struggle to stabilize the CO2 intermediate, resulting in reduced efficiency in the CO2 

reduction reaction. Previous work from our research group on Ni-N3NH, 2-Ni, and its methyl 

derivative supports this conclusion.18 The methyl derivative [2-Ni]Me, which lacks the N-H 

moiety, demonstrated lower catalytic activity in homogeneous systems compared to Ni-
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N3NH and 2-Ni. This is consistent with our findings for Ni-N3S, where the absence of an N-H 

moiety similarly hinders the stabilization of the CO2 intermediate. Interestingly, when both 2-

Ni and its methyl derivative were immobilized onto carbon supports and used in a 

heterogeneous aqueous system, they exhibited similar catalytic performance. This suggests 

that immobilization onto carbon supports can mitigate the effects of the missing N-H moiety, 

possibly by providing additional stabilization from the aqueous solution. Therefore, although 

Ni-N3S shows low activity in a homogeneous system, it is still our interest to explore its 

performance in a heterogeneous catalysis, particularly by immobilizing the complex onto 

carbon supports, where it may perform more effectively. 

 

 
Figure 8. CV of (a) Ni-N3S in CO2 atmosphere and (b) comparison to Ni-N3NH 

 

Table 1. Electrochemical comparison between Ni-N3S and Ni-N3NH  

Complex Epc (V) Epa (V) ΔE (V) E1/2 vs Fc/Fc+ (V) 

Ni-N3NH -1.902 -1.826 0.076 -1.864 

Ni-N3S -1.499 -1.413 0.086 -1.456 

  

Conclusion:  

 In summary, we successfully incorporated a sulfur donor into a new macrocyclic 

nickel complex. It was prepared by Ni-templated condensation, then characterized and 

homogeneous electrochemical studies were carried out. UV-vis measurements revealed a red 

shift in the absorption spectrum of Ni-N3S, confirming altered electronic properties due to the 

different donating characteristics of sulfur compared to nitrogen. Mass spectrometry also 

helps to confirm the successful synthesis of the complex, Ni-N3S, with a single strong peak 

observed at m/z = 366.05823, which matched with the calculated mass for the complex minus 

the BF4 anion. Additionally, 1H NMR spectroscopy demonstrated that Ni-N3S is diamagnetic, 

consistent with the expected d8 electronic configuration and likely square planar geometry. 

The slight broadening of some peaks indicates potential dynamic behavior, likely caused by 

fluctuations in the sulfur-nickel coordination. Finally, electrochemical studies using cyclic 

voltammetry revealed that Ni-N3S has a redox activity at a significantly more cathodic 

potential and exhibits lower activity toward CO2 reduction (CO2RR) in a homogeneous 

system compared to its nitrogen counterpart, Ni-N3NH. This difference may be due to the 

significant shift in redox potential observed or could underscore a crucial role of the N-H 

moiety in stabilizing CO2 intermediates during homogeneous CO2RR, consistent with 

previous studies. However, this result suggests that further investigation is needed in a 
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heterogeneous system, where the absence of the N-H moiety may have less impact on 

catalytic performance. Future work will focus on immobilizing Ni-N3S onto carbon supports 

to evaluate its potential in heterogeneous electrocatalysis.  
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Abstract:  

In this work, the removal of hydrogen sulfide from biogas by palm oil processed sorbent was 

studied. which is oil palm bunch and oil palm shell.The first step was to study the physical 

and chemical properties of the adsorbent. To assess the adsorption capacity, it was found that 

The moisture contents of the oil palm bunch charcoal were 9.28 and 9.37 respectively, and 

the pH values of the charcoal sorbents were 9.36 and 9.22 g/l solution, respectively, and 

FTIR value of charcoal oil palm bunch and oil palm shell scouring adsorbent scouring second 

step Comparison of adsorption of three sorbent sizes with spherical shapes. It has a diameter 

of 0.5 1.0 and1.5 cm. The biogas components (CH4, CO2 and H2S) were measured before and 

after adsorption in a 30 cm long column and 3.5 cm diameter fabric using a gas 

chromatography apparatus. The adsorption efficiency of the three adsorbents showed that the 

adsorbent size of 0.5 cm was better at adsorbing H2S than the adsorber size of 1.0 and 1.5 cm 

respectively. 

Keywords: Biogas, hydrogen sulfide, adsorbent, oil palm bunch, oil palm shell.  

 

Introduction:  

Alternative renewable sources of energy are today seen as potential solutions to the problems 

of growing energy demand, progressive depletion, and negative environmental impact of 

fossil fuel resources. Biogas, one of potential renewable energies, is a mixture of different 

gases produced by the biological decomposition of organic matters in the absence of oxygen. 

Biogas mainly consist of methane (CH4), carbon dioxide (CO2), and a trace amount of other 

gases such as hydrogen sulfide (H2S), ammonia (NH3), hydrogen (H2), nitrogen (N2), and 

carbon monoxide (CO). The composition of the biogas varies based on the substrate 

feedstock, temperature, and pressure of each process. The presence of elevated concentrations 

of H2S in biogas is problematic because of its highly corrosiveness and toxicity. and serious 

environmental concerns due to their oxidation to sulfur dioxide (SO2) and sulfuric acid 

(H2SO4)
3. Several physicochemical processes have been studied in order to remove H2S from 

biogas such as the absorption process, catalytic process , biological process and hydrate 

formation. However, these technologies required a high-cost operation as well as technical 

complication, preventing its application for small-scale users. 

 The adsorption process is a promising technology to remove H2S contained in biogas 

for small-scale users, especially in household owning to its low-cost operation and 

uncomplicated utilization and maintenance. Adsorbent type is an important factor effecting 

on the efficiency of such a process. Activated carbon is one of the most suitable adsorbent 

materials. But, its cost acts as a barrier to the take up of biogas technology. Biochar, a 

carbon-rich material obtained by a thermal decomposition of biomass under oxygen limiting 

conditions, is currently attractive for the new low-cost alternative adsorbents. In comparison 

with an activated carbon, the manufacturing of biochar required less energy and no pre- and 

pros-activation processes. 
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 This research is therefore interested in developing palm bunches and palm shell. It is 

an organic material obtained from palm oil mills. It is the part of the bunch that has been 

removed from the oil palm. Currently, palm bunch it is being used as an alternative fuel, 

biomass type, for use in agriculture, such as as a material for making compost. It has the 

properties of plant nutrients consists of 0.8% nitrogen, 0.08% phosphorus and 2.41% 

potassium.Palm shells have the property of providing a high calorific value per unit of 

energy, so they are popularly used as biomass fuel. Substitute for mainstream fuels. The 

developpement of palm bunch and palm shells into biochar increase the efficiency of the 

adsorbent. 

 

Methodology:  

1. Preparation of biochar 

 Palm bunch and palm shell samples were collected from Hua Sai District, Nakhon Si 

Thammarat Province and dried in the sun for a period of 24 hours. Sample was passed 

through a pyrolysis process at the temperature of 350 °C for 4 hours. Biochar was stored in a 

heat-proof jar for further analysis of physical and chemical properties and adsorption 

efficiency. 

      
(a)      (b) 

Figure 1. 

Palm bunch biochar adsorbent (a) and Palm shell biochar adsorbent (b) 

 

2. Chemical and physical properties of adsorbent 

 The physical and chemical properties of palm bunch studied in this work were 

moisture content, volatile compound content, ash content, fixed carbon content, pH and BET 

surface. Moisture content analysis was performed according to ASTM D 3173 standard 

procedure by heating 1 g of biochar at 105-110 °C for 180 minutes. Volatile matter content 

was determined according to ASTM D 3175 standard procedure by heating 1 g of charcoal at 

900 °C for 30 minutes. The percentage of ash content was determined, according to ASTM-D 

2866–94 standard procedure, Three experiments were performed for each property, Fixed 

carbon content (%) was calculated by 100 - (moisture content (%) + volatile matter content 

(%) + ash content (%). pH measurement was performed by taking 1 g of biochar and mixed 

with 10 ml of distilled water. A mixture was agitated during 30 minutes for equilibrium and 

filtrated to separate biochar and solution. Solution was taken to measure the pH using a pH 

meter. The experiment was repeated 3 times. The functional group of selected biochar palm 

bunch was analyzed before adsorption process, through FTIR transmission spectra. 

3. Absorption efficiency. 

 The efficiency adsorption of hydrogen sulfide contaminants in biogas was studied 

using palm bunch biochar as an adsorbent. In the first step, the effect of pallet sizes ( 0.5,1.0 
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and 1.5 cm of diameter) of adsorbent on adsorption capacity was studied. Experiment was 

carried out using 10 g of palm bunch biochar in the packed-column with an internal diameter 

of 2.50 cm and the length of 40.00 cm, initial concentration of hydrogen sulfide of 1000 ppm 

and a flowrate of 1.0 L/min. The adsorption system is installed with the biogas production 

system as shown in Figure 2. Composition to biogas was analyzed by GC every 5 min for 120 

minutes 

 

 
Figure 2.  

Schematic diagram of the adsorption system experiment 

 

The adsorption percentage was calculated using the following equation (1). 

 

adsorption percentage (%) = 

 

 

Where Ct is the concentration of adsorbate at time t, C0 is the initial concentration of the 

adsorbate, t is time, Qf is flowrate of biogas and mc is mass of ash adsorbent. A breakthrough 

curve was established from C/C0 and time. A comparison of H2S breakthrough curve (C/C0 

versus time) at different conditions of adsorption provides information about the optimal 

adsorption condition. The breakthrough capacity at 5% was calculated using the following 

equation (2). 

 
 

Results and Discussion:  

1.Chemical properties and physical properties of biochar adsorbent 

Physical and chemical properties of palm bunch biochar and palm shell biochar was 

determined and are shown in Table 1. 

 

Table 1. 

physical and chemical properties palm bunch biochar and palm shell biochar 

Feature Palm bunch biochar Palm shell biochar 

Moisture content (%) 9.88 ± 0.88 9.37± 0.08 

Volatile compound content (%) 36.34 ± 0.63 55.12±0.98 

Ash content (%) 28.18 ± 3.46 20.12±8.38 

Fixed carbon content (%) 25.90 15.32 

pH 

BET surface 

9.36 

53.68 

9.22 

218.22 
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The moisture content in palm bunch biochar was found to be 9.28 ± 0.88% and palm 

shell biochar was 9.37± 0.08% whish was consistent with that found in the investigation of 

[1] who study of H2S removal with biochar, sewage sediment and pig biochar. They reported 

that increasing moisture content increases the ability to eliminate H2S of biochar. Volatile 

compound content was found to be  in palm bunch biochar 36.34 ± 0.63% and palm shell 

biochar was 55.12±0.98%. Biochar with low volatile compounds provides higher absorption 

capacity. The ash content of palm bunch biochar was 28.18 ± 3.46% and palm shell biochar 

was 20.12±8.38%. The fixed carbon content of biochar from the palm bunch was 25.90% and 

palm shell biochar was15.32%. Biochar with higher fixed carbon will have higher adsorption 

capacity. According to [6] The pH value of palm bunch biochar was 9.36 and palm shell 

biochar was 9.22 . According to [7], the pH values greater than 7.0 make the alkaline surface 

which is conducive to H2S adsorption since H2S is an acidic gas. 

2.FTIR analysis and morphological properties 

 

 
 

Figure 3.  

FTIR spectra of the palm bunch biochar before the adsorption process 

 

The important peaks were characterized. The peak at 890-600 cm−1 was associated 

with C–H .The peak at 1820-1760 cm−1 corresponded to C = O stretching vibration in 

aromatic ring. The spectra between 2260-2100 cm−1 broad characteristics revealed C = C 

stretching induced by alkyne bonding. 

 

 
 

Figure 3.  

FTIR spectra of the palm shell biochar before the adsorption process 
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The important peaks were characterized. The peak at 2250-2225 cm−1 was associated 

with C=N  . The peak at 1820-1760 cm−1 corresponded to C = O stretching vibration in 

aromatic ring. The spectra between 2260-2100 cm−1 broad characteristics revealed C = C 

stretching induced by alkyne bonding. 

 

3. Hydrogen sulfide (H2S) adsorption. 

Efficiency adsorption of H2S was studied using palm bunch biochar  and palm shell 

biochar as the adsorbent. In the first step, the effect of pallet sizes of adsorbent on the 

adsorption capacity as evaluated using initial concentration of H2S of 1000 ppm. Figure 5 

represents  palm bunch biochar H2S  breakthrough curves of adsorbent with diameters of 0.5, 

1.0 and 1.5 cm.Figure 6 represents   palm shell biochar H2S  breakthrough curves of 

adsorbent with diameters of 0.5, 1.0 and 1.5 cm. It can be seen that palm bunch biochar and  

palm shell biochar with the pallet size of 0.5 cm. had better adsorption efficiency than that 

with the pallet size of 1.0 and 1.5 cm. This can be explained by a greater and consistent 

adsorption area. Our experimental results agree well with the investigations of [7] 
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Figure 5. 

 H2S breakthrough curves of adsorbent of the palm bunch biochar with diameters of 

0.5,1.0 and 1.5 cm 
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Figure 6.  

H2S breakthrough curves of adsorbent of the palm shell with diameters of 0.5,1.0 and 

1.5 cm 
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Conclusion:  

The removal efficiency of H2S from biogas using palm bunch biochar and palm shell 

biochar as an adsorbent was studied. Physical and chemical properties of biochar: moisture 

content, volatile matter content, ash content, and fixed carbon content were determined and 

found to palm bunch biochar be 9.88% ,36.34% ,28.18% and 25.90% respectively  and found 

to palm shell biochar  be 9.37% ,55.12% ,20.12% and 15.32% respectively . An appropriate 

amount of moisture can increase the adsorption capacity of adsorbent but the high ash content 

can decrease such a capacity. The pH value of palm bunch biochar and palm shell biochar 

was 9.36 and 9.22 , making the alkaline surface of adsorbent and leading to be conducive for 

removing H2S. Then, the H2S removal efficiency of palm bunch biochar and palm shell 

biochar  adsorbent was investigated at different pellet sizes: 0.5,1.0 and 1.5 cm with initial 

concentration of H2S at 1000 ppm . The results showed that a small pellet size increases 

surface area of adsorbent. 
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Abstract: 

Diabetes mellitus, one of the most predominant health problems worldwide characterized by 

hyperglycemia, has attracted the attention of medicinal chemists. Although several 

therapeutic drugs have been developed and used clinically, diabetes continues to pose a 

growing threat to public health. One of the promising approaches for the treatment of type 2 

diabetes involves reducing the rate of carbohydrate hydrolysis by inhibiting the action of α-

glucosidase. In this study, twelve novel derivatives of 4'-aminochalcone (2a-2l) were 

synthesized via one-pot reductive amination with substituted benzaldehyde, and their anti-

hyperglycemic inhibitory activity was evaluated against α-glucosidase. Compounds 2c, 2f, 2i, 

and 2k exhibited moderate activities with IC50 values ranging from 1.52 to 0.06 μM 

compared to the positive control, acarbose (IC50 836.00 μM). The structure-activity 

relationship was established by considering the parent skeleton and different substitution on 

aryl ring. The most potent compound, 2k (IC50 0.15) was also subjected to enzyme kinetic 

studies and displayed an uncompetitive mode of inhibition.   

 

Introduction: 

Diabetes mellitus is a chronic metabolic disease that is predominant globally both in 

developed and developing countries and continues to increase at an alarming rate.1 It is 

characterized by an abnormally elevated blood glucose level caused by impaired insulin 

secretion and insulin resistance.2,3 Prolonged hyperglycemia can have devastating effects 

including retinopathy, nephropathy, neuropathy, and other complications.4,5 Type 2 diabetes 

mellitus (T2DM) accounts for more than 90% of all types of diabetes. The use of 

hyperglycemic drugs can impede glucose absorption by inhibiting α-glucosidase thereby 

controlling post-prandial hyperglycemia in patients with T2DM.6 Currently, α-glucosidase 

inhibitors such as acarbose, miglitol, and voglibose are used clinically to treat T2DM. 

Nevertheless, the long-term administration of these drugs have adverse side effects and 

limitations such as stomach ache, diarrhea, and flatulence.7 It is thus essential to discover 

novel drug candidates with fewer side effects for the treatment of T2DM.   

Chalcones are natural products found in plants and have been found to possess 

numerous biological and therapeutic properties including anticancer, antitumor, antimalarial, 

antiviral, and antituberculosis.8 The 1,3-diphenylpropen-1-one is produced as an intermediate 

in the biosynthesis of flavonoids. Hence, they are considered precursors of open-chain 

flavonoids. They can be synthesized chemically via Claisen-Schmidt condensation reaction 

under basic conditions.9 Aminated chalcone derivatives have recently been reported to have 

the potential to act as a new class of α-glucosidase inhibitors.10
 Moreover, sulfonylurea-

sulfonamide hybridized compounds have also shown excellent antidiabetic activity.11 

Molecular docking has revealed that the NH moiety of these compounds is important for 

interacting with the desired target through hydrogen bonding.12  

Reductive amination plays an important role in medicinal chemistry due to its 

synthetic merits in C-N bond formation and the abundant presence of amines among 

biologically active compounds.13 In this paper, alkylated aminochalcone have been 

synthesized via a one-pot reductive amination reaction of 4'-aminochalcone and substituted 
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benzaldehydes derivatives and evaluated for their α-glucosidase inhibitory activity. The 

interaction mechanism between the desired compound and the targeted enzyme was 

investigated by kinetic study.  

 

Methodology: 

The general procedure for the synthesis of 4'-aminochalcone 

 4'-Aminochalcone (1) was synthesized via Claisen–Schmidt condensation under 

basic condition (Scheme 1). A mixture of p-aminoacetophenone 270 mg (2 mmol) and 

veratraldehyde 415 mg (2.5 mmol) was stirred in EtOH (10 mL) and then drops of 40% 

aqueous NaOH were added. The resulting mixture was stirred for 24 hrs and then poured into 

crushed ice.14 Furthermore, 10% HCl was added to adjust the pH to 5-4. The organic layer 

was extracted using EtOAc, dried over anhydrous Na2SO4, and separated by silica gel 

chromatography using hexane:EtOAc to obtain a yellowish compound 1.  Yield 75 %  

 

 
 

Scheme 1: Synthesis of  4'-aminochalcone 1 

 

 Synthesis of alkylated 4'-aminochalcone derivatives  

The alkylated derivatives of 4'-aminochalcone were synthesized via reductive 

amination reaction as shown in Scheme 2. To a stirred mixture of 1 57 mg (0.2 mmol), 

substituted benzaldehyde (0.6 mmol), and glacial acetic acid in DCM was added NaBH3CN 

(0.4 mmol) at room temperature overnight. After the completion of the reaction monitored by 

TLC, saturated NaHCO3 solution was added to adjust the pH to 7–8, DCM was added for 

extraction, and the organic phase was collected. The target compound was obtained by 

column chromatography using hexane: EtOAc. All the compounds were obtained as yellow 

powders with yield ranging from 67 to 82% 

 

 

2a: R1= R2= R3 = H       2g: R1= R3= H, R2 = OCH3  

2b: R1= R2= H, R3 = CH3  2h: R1= H, R2 = R3 = OCH3  

2c: R1= R2= H, R3 = OCH3  2i: R2 = H, R1= R3 = OCH3 

2d: R1= R2= H, R3 = F,   2j: R1= R2= H, R3 = NO2 

2e: R1= R2= H, R3 = CH2CH3   2k: R1= R2= H, R3 = OH 

2f: R1= OCH3, R2= R3 = H   2l: R1= R2= H, R3 = OCH2CH2CH2CH3 

 

Scheme 2: Synthesis of alkylated 4'-aminochalcone derivatives 

 

(E)-1-(4-(Benzylamino) phenyl)-3-(3,4-dimethoxyphenyl) prop-2-en-1-one (2a) yield 

67% 1H NMR (500 MHz, CDCl3) δH (ppm) 7.86, 7.84, 7.64, 7.61, 7.32, 7.29, 7.25, 7.21, 

299



 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

7.20, 7.19, 7.19, 7.18, 7.12, 7.12, 7.10, 7.10, 7.05, 7.05, 6.79, 6.78, 6.60, 6.58, 4.33, 3.84, 

3.82. 7.27 – 7.17 (m, 5H), 7.11 (dd, J = 8.2, 2.1 Hz, 1H), 7.05 (d, J = 2.0 Hz, 1H), 6.79 (d, J 

= 8.4 Hz, 1H), 6.59 (d, J = 8.8 Hz, 2H), 4.33 (s, 2H), 3.84 (s, 3H), and 3.82 (s, 3H). 13C NMR 

(126 MHz, CDCl3) δC (ppm) 187.8, 151.1, 150.8, 149.0, 142.9, 137.7, 130.8, 128.6, 128.2, 

127.5, 127.4, 122.6, 119.8, 112.2, 110.9, 109.8, 55.8, 55.8, and 47.8. HRMS (ESI) m/z calcd 

for C24H23NO3 [M+H]+ 374.1720, found 374.1750. 

(E)-3-(3,4-Dimethoxyphenyl)-1-(4-((4-methylbenzyl)amino)phenyl)prop-2-en-1-one 

(2b) yield 70%  1H NMR (500 MHz, CDCl3) δH (ppm) 7.97 (d, J = 8.6 Hz, 2H), 7.75 (d, J = 

15.5 Hz, 1H), 7.42 (d, J = 15.8 Hz, 1H), 7.29 – 7.22 (m, 4H), 7.20 – 7.15 (m, 3H), 6.91 (d, J 

= 8.3 Hz, 1H), 6.73 (d, J = 8.4 Hz, 2H), 4.40 (s, 2H), 3.97 (s, 3H), 3.95 (s, 3H), and 2.36 (s, 

3H). 13C NMR (126 MHz, CDCl3) δC (ppm) 187.9, 150.8, 149.0, 143.1, 137.4, 130.8, 129.4, 

128.1, 127.5, 122.6, 119.8, 110.8, 109.8, 55.8, 55.8, 47.8, and 21.1. HRMS (ESI) m/z calcd 

for C25H25NO3 [M+H]+ 388.188, found 388.1907. 

(E)-3-(3,4-Dimethoxyphenyl)-1-(4-((4-methoxybenzyl)amino)phenyl)prop-2-en-1-

one (2c) Yield 68%, 1H NMR (500 MHz, CDCl3) δH (ppm) 7.95 (d, J = 8.9 Hz, 2H), 7.72 (d, 

J = 15.5 Hz, 1H), 7.41 (d, J = 15.5 Hz, 1H), 7.27 (d, J = 8.6 Hz, 2H), 7.20 (dd, J = 8.3, 2.0 

Hz, 1H), 7.14 (d, J = 2.0 Hz, 1H), 6.90 – 6.87 (m, 3H), 6.66 (d, J = 6.9 Hz, 2H), 4.34 (s, 2H), 

3.94 (s, 3H), 3.91 (s, 3H), and 3.79 (s, 3H). 13C NMR (126 MHz, CDCl3) δC (ppm) 188.3, 

158.6, 152.9, 151.3, 149.5, 143.4, 131.3, 130.3, 129.2, 128.7, 128.4, 123.1, 120.8, 114.5, 

112.5, 111.5, 110.4, 57.0, 56.7, 55.7, and 47.7. HRMS (ESI) m/z calcd for C25H25NO4 

[M+H]+ 404.1865, found 404.1857. 

(E)-3-(3,4-Dimethoxyphenyl)-1-(4-((4-fluorobenzyl)amino)phenyl)prop-2-en-1-one 

(2d) Yield 65% 1H NMR (500 MHz,  CDCl3) δH (ppm) 7.95 (d, J = 8.6 Hz, 2H), 7.73 (d, J = 

15.5 Hz, 1H), 7.40 (d, J = 15.5 Hz, 1H), 7.32 (dd, J = 8.7, 5.3 Hz, 2H), 7.21 (dd, J = 8.2, 2.1 

Hz, 1H), 7.14 (d, J = 2.0 Hz, 1H), 7.03 (t, J = 8.7 Hz, 2H), 6.88 (d, J = 8.3 Hz, 1H), 6.67 (d, J 

= 8.9 Hz, 2H), 4.39 (s, 2H), 3.94 (s, 3H), and 3.92 (s, 3H). 13C NMR (126 MHz, CDCl3) δC 

(ppm) 187.9, 150.9, 149.0, 143.1, 130.8, 129.0, 128.1, 122.7, 119.7, 115.6, 115.5, 112.2, 

110.9, 109.8, 55.8, and 47.1. HRMS (ESI) m/z calcd for C24H22FNO3 [M+H]+ 392.1663, 

found 392.1655. 

(E)-3-(3,4-Dimethoxyphenyl)-1-(4-((4-ethylbenzyl)amino)phenyl)prop-2-en-1-one 

(2e) Yield 76% 1H NMR (500 MHz,  CDCl3) δH (ppm) 7.93 (d, J = 8.9 Hz, 2H), 7.71 (d, J = 

15.6 Hz, 1H), 7.39 (d, J = 15.6 Hz, 1H), 7.24 (d, J = 2.1 Hz, 1H), 7.20 (d, J = 2.1 Hz, 1H), 

7.18 (s, 2H), 7.16 (s, 1H), 7.13 (d, J = 2.0 Hz, 1H), 6.86 (d, J = 8.4 Hz, 1H), 6.65 (d, J = 8.9 

Hz, 2H), 4.36 (s, 2H), 3.92 (s, 3H), 3.90 (s, 3H), 2.62 (q, J = 7.6 Hz, 2H), and 1.21 (t, J = 7.7 

Hz, 3H). 13C NMR (126 MHz, CDCl3) δC (ppm) 188.0, 152.0, 151.0, 149.2, 143.8, 143.1, 

135.5, 131.1, 128.5, 128.4, 127.8, 127.6, 122.8, 120.1, 111.9, 111.5, 110.1, 77.4, 77.1, 76.9, 

56.1, 56.0, 47.5, 28.6, and 15.7. HRMS (ESI) m/z calcd for C26H27NO3 [M+H]+ 402.2062, 

found 402.2051. 

(E)-3-(3,4-Dimethoxyphenyl)-1-(4-((2-methoxybenzyl)amino)phenyl)prop-2-en-1-

one (2f) Yield 66 % 1H NMR (500 MHz, CDCl3) δH (ppm) 7.92 (d, J = 6.9 Hz, 2H), 7.70 (d, 

J = 13.7 Hz, 1H), 7.38 (d, J = 17.2 Hz, 1H), 7.24 (d, J = 1.7 Hz, 3H), 7.20 – 7.10 (m, 2H), 

6.94 – 6.82 (m, 3H), 6.67 (d, J = 6.9 Hz, 2H), 4.40 (s, 2H), 3.92 (s, 3H), 3.90 (s, 3H), and 

3.85 (s, 3H). 13C NMR (126 MHz, CDCl3) δC (ppm) 188.1, 157.5, 150.7, 149.3, 143.1, 131.1, 

129.0, 125.9, 122.8, 120.7, 120.2, 112.5, 111.2, 110.5, 110.2, 56.1, 55.5, and 43.4. HRMS 

(ESI) m/z calcd for C25H25NO4 [M+H]+ 404.1867, found 404.1854.  

(E)-3-(3,4-Dimethoxyphenyl)-1-(4-((3-methoxybenzyl)amino)phenyl)prop-2-en-1-

one (2g) Yield 69 % 1H NMR (500 MHz, CDCl3) δH (ppm) 7.95 (d, J = 8.9 Hz, 2H), 7.73 (d, 

J = 15.5 Hz, 1H), 7.41 (d, J = 15.5 Hz, 1H), 7.30 – 7.25 (m, 1H), 7.21 (dd, J = 8.3, 2.0 Hz, 
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1H), 7.15 (d, J = 2.0 Hz, 1H), 6.94 (d, J = 7.4 Hz, 1H), 6.91 – 6.87 (m, 2H), 6.83 (dd, J = 7.4, 

2.9 Hz, 1H), 6.65 (d, J = 8.6 Hz, 2H), 4.40 (d, J = 4.9 Hz, 2H), 3.94 (s, 3H), 3.92 (s, 3H), and 

3.79 (s, 3H).13C NMR (126 MHz, CDCl3) δC (ppm) 187.8, 159.9, 151.7, 150.8, 149.0, 142.9, 

139.8, 130.9, 129.7, 128.2, 127.7, 122.6, 119.9, 119.4, 112.9, 112.7, 111.7, 110.9, 109.8, 

55.8, 55.8, 55.1, and 47.5. HRMS (ESI) m/z calcd for C25H25NO4 [M+H]+ 404.1867, found 

404.1853.  

(E)-1-(4-((3,4-Dimethoxybenzyl)amino)phenyl)-3-(3,4-dimethoxyphenyl)prop-2-en-

1-one (2h) Yield 73 % 1H NMR (500 MHz, CDCl3) δH (ppm)  7.96 (d, J = 8.9 Hz, 2H), 7.73 

(d, J = 15.5 Hz, 1H), 7.42 (d, J = 15.5 Hz, 1H), 7.21 (dd, J = 8.3, 2.0 Hz, 1H), 7.15 (d, J = 2.0 

Hz, 1H), 6.93 – 6.81 (m, 4H), 6.66 (d, J = 8.9 Hz, 2H), 4.35 (s, 2H), 3.94 (s, 3H), 3.92 (s, 

3H), 3.88 (s, 3H), 3.87 (s, 3H).13C NMR (126 MHz, CDCl3) δC (ppm) 187.8, 151.8, 150.8, 

149.1, 148.4, 142.9, 130.9, 130.5, 128.3, 127.6, 122.6, 119.8, 119.6, 111.7, 111.1, 110.9, 

110.5, 109.9, 55.8, and 47.4. HRMS (ESI) m/z calcd for C26H27NO5 [M+H]+ 434.1968, found 

434.1965.  

(E)-1-(4-((2,4-Dimethoxybenzyl)amino)phenyl)-3-(3,4-dimethoxyphenyl)prop-2-en-

1-one (2i) Yield 65% 1H NMR (500 MHz, CDCl3) δH (ppm)  δ 7.94, 7.92, 7.73, 7.70, 7.42, 

7.38, 7.21, 7.21, 7.20, 7.19, 7.18, 7.16, 7.14, 7.14, 6.89, 6.87, 6.69, 6.67, 6.47, 6.47, 6.44, 

6.43, 6.42, 6.41, 4.33, 3.94, 3.91, 3.83, 3.79. 13C NMR (126 MHz, CDCl3) δC (ppm) 187.8, 

159.8, 156.8, 155.1, 149.4, 147.9, 140.9, 131.5, 128.3, 127.6, 123.4, 121.8, 112.6, 111.7, 

111.1, 110.9, 110.5, 109.9, 56.2, 55.8 and 46.4. HRMS (ESI) m/z calcd for C26H27NO5 

[M+H]+ 434.1968, found 434.1951.  

(E)-3-(3,4-Dimethoxyphenyl)-1-(4-((4-nitrobenzyl)amino)phenyl)prop-2-en-1-one 

(2j) Yield 82 % 1H NMR (500 MHz, CDCl3) δH (ppm) 8.19 (d, J = 8.9 Hz, 2H), 7.93 (d, J = 

8.9 Hz, 2H), 7.72 (d, J = 15.5 Hz, 1H), 7.51 (d, J = 8.9 Hz, 2H), 7.38 (d, J = 15.5 Hz, 1H), 

7.20 (dd, J = 8.3, 2.0 Hz, 1H), 7.13 (d, J = 2.3 Hz, 1H), 6.88 (d, J = 8.3 Hz, 1H), 6.62 (d, J = 

8.6 Hz, 2H), 4.56 (s, 2H), 3.93 (s, 3H), and 3.91 (s, 3H) 13C NMR (126 MHz, CDCl3) δC 

(ppm) 188.0, 150.9, 149.0, 147.2, 146.0, 143.3, 130.9, 128.4, 128.0, 127.5, 123.9, 122.7, 

119.6, 112.0, 110.9, 109.8, 77.2, 76.9, 76.7, 55.8, and 46.9. HRMS (ESI) m/z calcd for 

C24H22N2O5 [M+H]+ 419.1601, found 419.1606. 

(E)-3-(3,4-Dimethoxyphenyl)-1-(4-((4-hydroxybenzyl)amino)phenyl)prop-2-en-1-one 

(2k) Yield 69 % 1H NMR (500 MHz, CDCl3) δH (ppm)  δ 7.95 (d, J = 8.9 Hz, 2H), 7.74 (d, J 

= 15.5 Hz, 1H), 7.42 (d, J = 15.5 Hz, 1H), 7.21 (d, J = 8.3 Hz, 3H), 7.14 (d, J = 2.3 Hz, 1H), 

6.89 (d, J = 8.3 Hz, 1H), 6.84 (d, J = 8.6 Hz, 2H), 6.64 (d, J = 8.6 Hz, 2H), 4.33 (s, 2H), 3.94 

(s, 3H), and 3.92 (s, 3H). 13C NMR (126 MHz, CDCl3) δC (ppm) 188.1, 155.3, 151.9, 150.9, 

149.0, 143.1, 131.0, 130.0, 128.8, 128.2, 127.5, 122.7, 119.8, 115.6, 113.8, 111.7, 111.0, 

109.9, 77.2, 76.9, 76.7, 55.9, 55.8, and 47.0. HRMS (ESI) m/z calcd for C24H23NO4 [M+H]+ 

390.1706, found 390.1702.  

(E)-1-(4-((4-Butoxybenzyl)amino)phenyl)-3-(3,4-dimethoxyphenyl)prop-2-en-1-one 

(2l) yield 77% 1H NMR (500 MHz, CDCl3) δH (ppm) δ 7.95 (d, J = 8.6 Hz, 2H), 7.73 (d, J = 

15.5 Hz, 1H), 7.41 (d, J = 15.5 Hz, 1H), 7.26 (d, J = 8.6 Hz, 2H), 7.21 (dd, J = 8.2, 2.1 Hz, 

1H), 7.15 (d, J = 2.0 Hz, 1H), 6.88 (dd, J = 8.6, 3.2 Hz, 3H), 6.66 (d, J = 8.9 Hz, 2H), 4.34 (s, 

2H), 3.95 (s, 5H), 3.92 (s, 3H), 1.80 – 1.73 (m, 2H), 1.49 (dq, J = 14.9, 7.4 Hz, 2H), and 0.97 

(t, J = 7.4 Hz, 3H). 13C NMR (126 MHz, CDCl3) δC (ppm) 187.8, 158.6, 150.8, 149.0, 142.9, 

130.9, 129.6, 128.7, 128.2, 122.6, 119.9, 114.6, 111.8, 110.9, 109.8, 67.6, 55.9, 55.8, 47.2, 

31.2, 19.1, and 13.7. HRMS (ESI) m/z calcd for C28H31NO4 [M+H]+ 446.2332, found 

446.2325.  

 

α-Glucosidase inhibitory assay 

The synthesized compounds 2a-2l were assayed for in vitro glucosidase inhibition. 

The α-glucosidase inhibitory assay was carried out by based on the procedure reported by 
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Ramadhan and coworkers with little modification.15 α-Glucosidase (0.4 U/mL) was prepared 

using 0.1 M, buffer (pH 6.9), and substrate (3 mM p-nitrophenyl-α-D-glucopyranoside) was 

dissolved in 0.1 M phosphate buffer (pH 6.9). The stock sample was prepared by dissolving 4 

mM of the compound in DMSO. Furthermore, 1 mM of the loading sample was prepared 

from this solution. 10 μL of the loading sample was pipetted into the 96 well plate followed 

by adding 40 μL of α-glucosidase and then incubated at 37 oC for 10 min.  Subsequently, 50 

μL substrate solution was added to the reaction mixture and incubated for another 20 min at 

37o C. The reaction was terminated by adding 100 μL of 1 M Na2CO3 solution. The 

absorbance was measured at 405 nm (ALLSHENG AMR-100 microplate reader) to analyze 

the enzymatic activity. The percentage inhibition was calculated using the formula: % 

Inhibition = [(A0-A1)/A0] x 100, where A0 is the absorbance without the sample and A1 is the 

absorbance with the sample. The IC50 value was deduced from the plot of % inhibition vs 

concentration of the tested sample. The experiment was performed in triplicate and acarbose 

was used as a positive control.  

 

Results and discussion: 

Twelve new (2a−2l) alkylated 4'-aminochalcone derivatives were successfully 

synthesized, characterized, and screened for their in vitro glucosidase activity. As shown in 

Table 1, compounds 2c, 2f, 2i, and 2k revealed potent inhibitory activity against the tested 

enzyme with IC50 values ranging from 1.5 to 0.15 µM.  

 

Table 1. In vitro α-glucosidase inhibitory activity of alkylated 4-aminochalcones 2a-2l 
 

 
 

Compounds R1 R2 R3 % inhibition at  

50 μM 

IC50 (μM) 

2a H H H 57.17 ± 9.70 - 

2b H H CH3 58.64 ± 2.56 - 

2c H H OCH3 82.51 ± 4.30 0.65 ± 0.15 

2d H H F 65.11 ± 1.88  

2e H H CH2CH3 37.52 ± 1.94  

2f OCH3 H H 98.92 ± 0.47 0.33 ± 0.12 

2g H OCH3 H 62.90 ± 3.19 - 

2h H OCH3 OCH3 50.43 ± 4.97 - 

2i OCH3 H OCH3 83.33 ± 6.12 1.52 ± 0.23 

2j H H NO2 57.05 ± 3.90 - 

2k H H OH 95.13 ± 3.40 0.15 ± 0.02 

2l H H OCH2CH2CH2CH3 53.40 ± 6.81  

Acarbose    - 836.00 ± 47.19 
aIC50 value was evaluated as mean ± SD from the three independent experiments. 
bIC50 value was not tested if the inhibition rate was less than 70% at 50 μM. 
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Considering the effect of substitution on the aromatic aldehyde against α-glucosidase, the 

derivatives with stronger electron donating group at the ortho/para position increased the 

inhibitory activity compared to the unsubstituted compound, 2a. Compound 2c (IC50 = 0.65 

µM) and 2f ((IC50 = 0.33 µM) with OMe at the para and ortho position respectively as well 

as compound 2i (IC50 = 1.5 µM) with dimethoxy groups at both ortho and para position 

exhibited better activity than compound 2g and 2h with OMe group at the meta position. 

Interestingly, compound 2l bearing hydroxyl group at the para position was the most 

potent derivative with IC50 value of 0.15 µM. This may be due to the stronger electron-

donating effect of the hydroxyl group and its ability to form hydrogen bonding with the 

enzyme.  

Moreover, comparing the %inhibition of compounds 2k, 2c, and 2l as 95, 82, and 

53%, respectively revealed that an increase in the hydrophobic character such as an increase 

in the length of the carbon chain on R3, decreased the α-glucosidase inhibitory activity. 

 

α-glucosidase inhibitory kinetics  

The mode of action of alkylated 4-aminochalcones was evaluated using the 

Lineweaver-Burk plot. The X-axis showed 1/(PNPG) and 1/V values were plotted on the Y-

axis. The activity was examined at different concentrations of p-nitrophenyl-α-D-

glucopyranoside at 0.750, 0.375, 0.187, 0.093, and 0.046 mM in the presence or absence of 

the active compound. 

 

 

 

Figure 1. Kinetic study of 2k and plots of slope against different concentrations 2k 

 

As shown in Figure 1, Km and Vmax values decreased which is typical of an uncompetitive 

inhibitor. The Ki of 1.36 μM was calculated using a secondary replot of the Lineweaver-Bruk 

plot against the varying concentrations of the inhibitors at 0, 0.5, and 1 μM.  

 

Conclusion:  

Twelve novel alkylated 4'-aminochalcone derivatives were successfully synthesized, 

characterized, and evaluated for α-glucosidase inhibition activity. Four compounds showed 

potential inhibitory activity with IC50 values ranging from 0.15 to 0.65 μM which is better 

than the positive control. The SAR indicates that strong electron-donating groups such as 

alkoxy and hydroxyl substitutions enhance the activity of the compound.  
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Abstract:  

Huang Qin (HQ), Huang Lian (HL), and Huang Bai (HB) are herbal combinations 

used in traditional Chinese medicine (TMC) for the treatment of various heat-related 

diseases. In addition, phytochemicals found in these herbs, such as phenolic, flavonoid, and 

alkaloid compounds, act as antioxidant agents that scavenge free radicals and reactive oxygen 

species (ROS), helping to combat oxidative stress and damage. This study aims to compare 

the antioxidant activities of paired and triple combinations of HQ, HL, and HB with those of 

individual extracts. This investigation was conducted to estimate the total phenols, flavonoid 

content, and total alkaloids in paired and triple combinations of HQ, HL, and HB, compared 

to the individual extracts. The antioxidant experiments were conducted using in vitro assays, 

including DPPH, ABTS, and FRAP. The result indicated that the combination of HQ: HL: 

HB showed the highest antioxidant activities based to DPPH and ABTS scavenging assays, 

with IC50 of 168.79±21.31 µg/ml and 210.34±9.14 µg/ml, respectively. Furthermore, the 

combination of HQ: HL: HB also exhibited the highest antioxidant activity in the FRAP 

assay, with a value of 307.31±6.07 mg TE/ g extract. However, all the combination showed 

underscore which had antagonistic effect. The outcome of this study suggests that the 

combination did not enhance the antioxidant properties compared to the single extract. 

 

Introduction:  

Skin is the initial line of defense between the human body and its surroundings, or the 

barrier between the internal and exterior aggressions. Numerous environmental variables, 

including visible and ultraviolet radiation from the sun, particulate matter, and ozone 

pollution, including the oxidative metabolism in the skin mitochondria raise the skin’s 

generation of reactive oxygen species (ROS)1,2 which affect the skin microbiota 

composition.3,4 Furthermore, by reducing the antioxidant defenses, long-term psychological 

stress can also cause oxidative stress in the skin,5 which contributes to many diseases such as 

cardiovascular diseases, degenerative diseases, diabetes, inflammation,6 cancer, anemia, and 

ischemia.7 The skin's oxidative stress leads to wrinkles, sagging, dryness, roughness, and 

aging.8 

Numerous novel cosmeceuticals and formulas have been discovered to help the skin 

repair wrinkles, resulting in a younger, healthier-looking face with glowing skin. The most 

promising topical therapies contain vitamins, minerals, estrogen, and antioxidants. It is 

known to scavenge free radicals and to cause irreversible damage to cell structure and 

function, which accelerates the natural aging process.9  

Herbal products are used in a variety of ways to treat and prevent aging skin. These 

include their potential as antioxidants,10 antiphotoaging agent,11,12 anti-inflammatory 

activity,13 promoters of skin cell proliferation14 or inhibitor of the synthesis of melanin.15 
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Many botanical medications are typically used in a Traditional Chinese Medicine (TCM) 

recipe, and each botanical drug has variety of chemical components.16 These elements are the 

TCM formula’s material basis for both effect and mechanism of action (MOA). The 

pharmacological mechanism of the TMC formula can be better understood by examining the 

chemical composition and variation in formula compatibility effectiveness.17 The vivo and 

vitro assays are the conventional methods to investigate the pharmacological effects of one or 

more TCM components.  

It is commonly known that the water decoction of Chinese medicinal formulas that 

contain Radix Scutellariae, called Huang Qin Rhizoma Coptidis, called Huang Lian, or/and 

Cortex Phellodendri, called Huang Bai. It is well-known combinative usage as a “medicine 

couple” Huang Qin and Huang Lian are frequently prescribed in Chinese medicinal formulae 

such as “Shigao Tang”, Huanglian Jiedu Tang”, “Huanglian Ejiao Tang”, and “Gegen 

Qinlian Tang” because of the thought that their combined use enhances therapeutic effect. 

Additionally, this “medicine couple” is frequently utilized in “herbal tea”, which Southern 

Chinese people regularly drink.18 It has been used for detoxifying and eliminating heat.19 

Because different components of the herbal combination can hit several sites at once and 

conduct synergistic therapeutic activities, it is thought to be superior to single herbal. Huang 

Qin (HQ), which is prepared by decoction which is used in treatment such as diarrhea, 

dysentery, hypertension, hemorrhaging, insomnia, inflammation, and respiratory infection in 

TCM.20 The major bioactive compounds found in HQ are flavones such as baicalin, 

wogonoside, and their aglycone baicalein which are responsible for anti-viral, anti-bacteria, 

antioxidant, anti-inflammatory, hepatoprotective, and neuroprotective activities.21 

Antioxidant and anti-inflammation effects have been shown in many diseases’ models, such 

as diabetes, cardiovascular disease, inflammatory bowel disease, gout, rheumatoid arthritis, 

asthma, neurodegenerative diseases, liver and kidney disease, cerebrospinal inflammation, 

and cancer.22 In addition, the study of the effectiveness of baicalein and wogonin isolated 

from Scutellaria baicalensis roots on skin damage found that wogonin and baicalein can 

inhibit irradiation-induced skin damage in hairless mice that are irradiated by UVB.23 Huang 

Lian (HL), is widely used in food and pharmacological applications. The dried root was often 

prepared by decoction in TCM. In TCM, it is often used for clearing heat, eliminating 

dampness, purring fire, and detoxification.24,25 The main components found in Coptis 

chinensis Franch were alkaloids, such as magnolia, berberine, coptisine, jatrorrhizine, and 

palmatine which have potential anti-carcinogen, anti-microbial, anti-inflammation, and 

antioxidant.26,27 Huang Bai (HB), the dried bark of Phellodendron chinense Scheid.28  The 

cortex part of HB is frequently prepared in TCM use in treatment of diarrhea, jaundice, 

leucorrhea, stranguries, and knee swelling.29 In pharmacological activities, it is used in 

treatment such as inflammation, anti-diarrhea, anti-tumor, anti-viral, and pneumonia.30 The 

main bioactive compounds that are found in cortex of HB are alkaloids such as berberine, 

palmatine, and phellodendron which are known as anti-inflammatory agents are used in 

pharmacological in anticancer, antimicrobial, and neuroprotective activities.31,32 

However, the research on the comparison between single and combination herbal has 

not been performed yet. Because different components of the herbal combination can hit 

several sites at once and conduct synergistic therapeutic activities. The purpose of this study 

aimed to determine single (HQ, HL, and HB) and combinations (HQ:HL, HQ:HB, HL:HB, 

and HQ:HL:HB) extracts on antioxidant properties in vitro. 
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Methodology:  

Plant materials 

The plants of HQ, HL, and HB were purchased from Hua Chiew Traditional Chinese 

Medicine Hospital in Bangkok, Thailand.  

Preparation of plant extract 

The plant extract was prepared using a Hermetic decoction apparatus: one kilogram of 

each plant is soaked in 8 liters of deionized water for one hour at room temperature before 

extract. The soaked sample of each plant was extracted at 120 degrees Celsius under pressure 

(1300 watts) for one hour (YJ13B-G, Donghuayuan Medical, China). The extract was 

filtered, evaporated, freeze-dried, and stored under 4 degrees Celsius before further 

experiment. 

Determination of total phenolic content (TPC) 

The total phenolic contents (TPC) of each plant extract and the combinations were 

determined using Folin-Ciocalteu following the method of Silva et al33 with slight 

modification. In brief, 20 µl of diluted sample was mixed with 20 µl of Folin-Ciocalteu 

reagent, and then 100 µl of 7.5% (w/v) Na2CO3 solution was inserted into a 96-well 

microplate. The mixture was incubated at room temperature for 30 mins under dark 

conditions. The absorbance of the mixture was determined at 760 nm by microplate reader 

(BMG LABTECH, SPECTRO star Nano, Germany). Using gallic acid as a standard, the 

outcome was described as mg of gallic acid equivalent (GAE) per gram sample. 

Determination of total flavonoid content (TFC) 

The total of flavonoid contents (TFC) was described according to Fattahi et al.34 After 

mixing 40 µl of the diluted test sample with 15 µl of 5% NaNO2, the mixture was placed in 

the dark for 5 mins. Then, add 15 µl of 10% AlCl3 and kept in the dark at room temperature 

for 6 mins. The solution was mixed with 100 µl of 1M NaOH solution and kept in the dark 

for 10 mins. Using quercetin as the standard, the outcome was described as mg of quercetin 

equivalent (QE) per gram of sample. The absorbance of mixture was read at 510 nm by 

microplate reader (BMG LABTECH, SPECTRO star Nano, Germany). 

 

Determination of total alkaloid content (TAC) 

The total alkaloid was determined following method of Jain et al.35 To determine the 

total alkaloids in medicine plants, a spectrophotometric technique according to the response 

with bromocresol green (BCG) has been devised. At pH 4.7, a yellow complex occurs that is 

readily extracted with chloroform. 

 Preparation of the solution: 69.8 mg of bromocresol green, 3 ml of 2 N NaOH, and 5 

ml of distilled water were added, the mixture was well dissolved, and 1000 ml of distilled 

water was added to make bromocresol green solution (1×10-4). To make phosphate buffer 

solution (pH 4.7), 2 M sodium phosphate was adjusted to pH 4.7 using 0.2 M citric acid. 1 

milligram of pure atropine was dissolved in 10 ml of distilled water to create an atropine 

standard solution.  

 Preparation of standard curve: determine the exact volume of atropine standard 

solution in aliquots (0.6, 0.8, 1, 1.2, and 1.5 ml) and transfer each to a separate separatory 

funnel. Then, add 5ml of pH 4.7 phosphate buffer and 5 ml of BCG solution. Agitate a 

solution with 1, 2, 3, and 4 ml of chloroform solution with vigorous mixing. The extracts 

were gathered into a 10 ml volumetric flask, and chloroform was then added to regulate the 

volume. At 470 nm by UV-vis spectrophotometer (Libra S80, Biochrom), the complex’s 

absorbance in chloroform was evaluated in comparison to a blank that was similar but 

without atropine. 
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 Plant extract: after dissolving 100 mg of plant extract in 2 N HCl, the mixture was 

filtered. This solution was poured into a separatory funnel, and 1 ml was rinsed three times 

with 10 ml of chloroform. This solution’s pH was brought to neutral using 0.1 N NaOH. 

Next, this solution was mixed with 5 ml of phosphate buffer and 5 ml of BCG. After giving 

the mixture a good shake, the solution was extracted using 1, 2, 3, and 4 ml of chloroform. 

After being collected into a 10 ml volumetric flask, the extracts were diluted to volume using 

chloroform. At 470 nm, the complex’s absorbance in chloroform was determined.  

The DPPH assay 

The DPPH (2,2-diphenyl-1-picrylhydrazyl) scavenging capacities were determined 

according to the method of Kantangkul et al36 with some modifications. Absolute ethanol was 

used to dissolve the DPPH reagent. Briefly, 50 µl of the different concentrations of the test 

sample was added into 50 µl of 0.89 mM DPPH solution and incubated for 30 mins in the 

dark condition at room temperature. The absorbance was determined at 517 nm by microplate 

reader (BMG LABTECH, SPECTRO star Nano, Germany). Ascorbic acid was used as the 

standard. The ability of the test sample to scavenge radicals was assessed by measuring the 

reduction in DPPH absorbance and calculating it using the following equation: Inhibition (%) 

= [(Acontrol – Asample)/Acontrol] × 100 

The result was demonstrated as IC50 and calculated by graphing the reminding 

percentage of DPPH against the sample concentrations to obtain the quantity of antioxidant 

required to reduce the initial DPPH concentration by 50%. The lower value of IC50 denotes 

greater antioxidant activity. 

The ABTS assay 

The ABTS•+ (2,2’-azinobis (3-ethylbenzothiazoline-6-sulphonic acid)) radical 

scavenging assay was evaluated according to Polbuppha et al.37 ABTS•+ was produced by 

reacting of 7 mM ABTS stock solution with 2.45 mM potassium persulfate (K2S2O8) with the 

ratio of 1:1 and incubated for 16 hrs. in the dark at room temperature before use. The working 

solution was prepared by mixing with deionized water with the ratio of 1:10. Briefly, 10 µl of 

different concentration of test samples was added into 100 µl of ABTS•+ solution and 

incubated for 30 mins in the dark. The absorbance was established at 734 nm by microplate 

reader (BMG LABTECH, SPECTRO star Nano, Germany). Ascorbic acid was used as 

standard. The radical scavenging activity was calculated following: Inhibition (%) = [(Acontrol 

– Asample)/Acontrol] × 100 

The FRAP assay 

Ferric reducing antioxidant power assay (FRAP) was determined according to method 

of Phosri et al with some modification.38 The FRAP reagent stock was produced by 

combining 30 mM acetate buffer (pH 3.6), 10 mM TPTZ (2,4,6-tri(2-pyridyl)- s-triazine) in 

40 mM HCl, and 20 mM FeCl3·6H2O in a 10:1:1 ratio. The FRAP solution was made 

immediately prior to its usage. 10 µl of different concentration of test sample was added into 

200 µl of the fresh FRAP solution and kept in the room temperature for 4 mins. The 

absorbance was determined at 593 nm using microplate reader (BMG LABTECH, SPECTRO 

star Nano, Germany). The result was calculated and expressed as FRAP value indicated as 

mg of trolox equivalent (TE) per gram sample. 

The data was described as the means value ± SD value. One-way ANOVA was 

performed. SPSS software was used to calculate the significant difference (p<0.05) between 

mean values.  

The synergistic scavenging effect of the compounds on DPPH and ABTS radicals 

The synergistic effect of the combination was determined as the ratio of the oxidation 

reaction’s experimental antioxidant capacity versus its theoretical antioxidant capacity. The 

experimental scavenging capacity of DPPH (%ESCDPPH) was determined.39 

%ESCDPPH = 100- {[Asample-Ablank]/ Acontrol} 
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Asample = The absorbance value of the sample, (antioxidant (s) and DPPH solution) 

Ablank = The absorbance value of the blank, (antioxidant (s) and ethanol) 

Acontrol =The absorbance value of the control, (DPPH solution and ethanol) 

 

The theoretical scavenging capacity of DPPH (%TSCDPPH) is the total of the 

scavenging capacities of each antioxidant, determined using the individual scavenging 

capacity according to method of Fuhrman et al.40  

 %TSCDPPH =100-{[(100-ESC1)/100] *[(100-ESC2)/100] *[(100-ESC3)/100]} 

ESC1-3 =The percentage ESC of the individual antioxidant 
 SE (DPPH) =ESCDPPH /TSCDPPH 

Whereby synergism was evident when SE greater than 1 (SE>1). 

The theoretical scavenging capacity of ABTS (%TSCABTS) is the total of the 

scavenging capacities of each antioxidant, determined using the individual scavenging 

capacity following method of Fuhrman et al.40 

 %TSCABTS =100-{[(100-ESC1)/100] *[(100-ESC2)/100] *[(100-ESC3)/100]} 

ESC1-3 =The percentage ESC of the individual antioxidant 
 SE (ABTS) =ESCDPPH /TSCDPPH 

Whereby synergism was evident when SE greater than 1 (SE>1).  

Statistical analysis, all the data were conducted triplicate. One-way ANOVA was 

performed for comparison. SPSS software was used to determine the significant difference 

(p<0.05) between mean value. 

 

Results and Discussion:  

The quantification of phytoconstituents of plant extract, total phenol, total flavonoid 

contents, and total alkaloid content is shown in Table 1.  

 

Table 1. Total phenol, total flavonoid, and total alkaloid content of single, pairs, and three 

combinations of HQ, HL, and HB in 1 g plant extract. 

Sample or standard TPC (mg GAE/ 

g extract) 

TFC (mg QE/  

g extract) 

TAC (mg AE/  

g extract) 

HQ 193.00±9.77c   122.53±16.60c ND 

HL   74.81±3.74f     26.30±11.10d 15.82±0.46a 

HB 

HQ: HL (1:1, v/v) 

HQ: HB (1:1, v/v) 

HL: HB (1:1, v/v) 

HQ: HL: HB (1:1:1, v/v/v) 

138.85±2.76d 

  268.57±10.61b 

  286.56±16.15a 

257.81±4.88b 

  292.07±10.92a 

  43.16±1.33d 

223.23±9.06b 

  141.94±11.53c 

280.84±9.47a 

  263.55±28.28a 

 

  9.89±0.06c 

  8.52±0.06e 

  5.31±0.08f 

13.26±0.10b 

  9.48±0.11d 

The data are presented as mean ± S.D. of triplicate determinations (n=3). Different letters 

within each column indicate statistically significant difference (p<0.05). ND means not 

detected. 

 

The TPC and TFC were determined in comparison with the standard gallic acid plot 

equivalent per gram of crude extract (mg GAE/ g crude extract) and quercetin plot equivalent 

per gram of crude extract (mg QE/ g crude extract). The gallic acid calibration curve was 

plotted of different concentrations of gallic acid (15.625, 31.25, 62.5, 125, 250, 500 µg/ml, y 
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= 0.0031x -0.0549, R2 = 0.9976) and the quercetin calibration curve was plotted of different 

concentrations (62.5, 125, 250, 500, and 1000 µg/ml, y = 0.0006x-0.0081, R2 = 0.9955). The 

combination of HQ:HL:HB had the highest TPC and TFC, as 292.07±10.92 mg GAE/ g 

extract not significant different with HQ:HB 286.56±16.15 mg GAE/ g extract and 

263.55±28.28 mg QE/ g extract not significant different with HL:HB 280.84 ±9.47 mg QE/ g 

extract, respectively. All the combinations had more quantities of TPC and TFC compared to 

the single extract. The total of alkaloid content (TAC) was calculated by the calibration curve 

regression equation (y=0.003x-0.0086, R2=0.9904) and represented in atropine equivalent 

(AE). HL showed the highest amount of TAC, 15.82±0.46 mg AE/ g extract. The pair 

combination of HL:HB had the second highest TAC, 13.26 mg AE/ g extract. However, TAC 

was not detectable in HQ.  

  Radical scavenging is important because free radicals can cause harm to biological 

systems and typically involved the transfer of hydrogen atoms or the donation of electron.41 

This assay used different types radical scavenging activity, DPPH and ABTS to demonstrate 

the antioxidant activity of the plant extract. The antioxidant assays were shown in Table 2.  

 

Table 2. Antioxidants activities, DPPH, ABTS, and FRAP of single, pairs, and three 

combinations of HQ, HL, and HB. 

Sample or standard DPPH IC50 

(µg/ml) 

ABTS IC50 

(µg/ml) 

FRAP (mg TE/ g 

extract) 

HQ 366.99±17.83c 598.60±32.15b 149.95±2.09e 

HL 655.86±17.64e 808.73±24.81d 127.51±5.22f 

HB 

HQ: HL (1:1,v/v) 

HQ: HB (1:1,v/v) 

HL: HB (1:1,v/v) 

HQ: HL: HB (1:1:1,v/v/v) 

Ascorbic acid 

567.56±23.74d 

289.73±5.49b 

303.86±12.24b 

299.55±22.16b 

168.79±21.31a 

33.02±2.85 

654.65±15.24c 

228.16±12.61a 

222.54±7.11a 

223.62±9.02a 

210.34±9.14a 

54.02±9.28 

135.58±4.02f 

265.04±4.56c 

289.92±6.91b 

249.28±4.91d 

307.37±6.07a 

- 

The data are presented as mean ± S.D. of triplicate determinations (n=3). Different letters 

within each column indicate statistically significant difference means that do not share a letter 

in a column are significant different (p<0.05). 

 

DPPH and ABTS radical scavenging activities assay were used to determine the efficacy of 

an antioxidant molecule in eliminating the DPPH˙+ and ABTS ˙+ radicals. The three 

combinations, HQ: HL: HB had the highest antioxidant activities both DPPH and ABTS 

assay with IC50 of 168.79±21.31 (µg/ml) and 210.34±9.14 (µg/ml), respectively. It was 

significant different (p<0.05) with others extract in DPPH assay; however, it was not 

significant different obtained by ABTS assay with the pair of HL: HB, HQ: HL, and HQ: HB. 

The result of antioxidant obtained by FRAP was used to determined reducing ability of 

compound that donates the electron to the ferric ions ([Fe(III) (TPTZ)2])
3+) and transforms to 

ferrous iron ([Fe(II) (TPTZ)2])
2+). Trolox calibration curve was plotted of different 

concentrations of gallic acid (7.8125,15.625, 31.25, 62.5, 125, 250 µg/ml, y = 0.0051x 

+0.0651 R2 = 0.9997). According to the result, the combination of HQ: HL: HB exhibited the 

highest antioxidant activity of any extracts, 307.37±6.07 mg TE/ g extract. These test results 

may be predicted to be based on the properties of the well-known single compound 

(flavonoids; baicalin, wogonoside, and alkaloid; berberine) found in HQ, HL, and HB which 

also indicating significant role of the formation of the complex in the bioavailability 

enhancement of the pharmacologically active constituents.42–44 The flavonoids, revealing that 

double bonds and phenolic hydroxyls on rings A and B are augmentors, and sugar moiety is 
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an attenuator influencing antioxidant abilities in scavenging DPPH•, ABTS+•,and FRAP.45,46  

While the berberine play an important role in the scavenging a variety of free radicals may 

follow either of the typical mechanisms of (i) formal hydrogen transfer, (ii) single electron 

transfer- proton transfer, and (iii) sequential proton-loss electron transfer or/and radical 

adduct formation. It depends on the hydroxy group substituent at the C-9 and C-12 positions 

of the berberine backbone’s structure.47,48 

It is commonly known that the TCM formula is a complex system and that by using 

herb-herb synergy, combinations can improve further use such as active ingredients in 

cosmetics. Furthermore, compared to berberine alone, the combination had superior anti-

inflammation, antibacterial, and antioxidant properties according to a metabolomics study. 

The ability of the three combinations to restore the whole disturbing metabolism of model 

rats was greater than that of berberine used alone.49  There are different approaches developed 

to evaluate the interaction of the compounds in combination therapies.50 The synergism effect 

and selection of the ratio of the combination is one of the factors affecting the synergism 

quantification.51 This may be the reason to support that why all of combinations (HQ, HL, 

HB) from these studies exhibited SE<1, hence exhibiting an antagonistic effect. 

 

Table 3. The SEDPPH and SEABTS value of pair and three mixtures of HQ, HL, and HB. 

Sample  SEDPPH SEABTS 

SEHQ:HL 

SEHQ:HB 

SEHL:HB 

SEHQ:HL:HB 

0.57±0.01 

0.59±0.01 

0.57±0.01 

0.62±0.04 

0.538±0.01 

0.565±0.01 

0.578±0.01 

0.545±0.01 

SE>1: Synergistic effect found, SE<1: antagonism effect found, and SE=1: indicating an 

additive interaction. The data showed as mean ± SD (n=3).   

 

Conclusion:  

This study indicates that in vitro bioactivity of the plant extract from HQ, HL, and HB 

is associated with their active substances. The experiments show that the paired, and triple 

combinations contained higher quantities of phenolic and flavonoid compounds. However, 

the total alkaloid content (TAC) of the combination is lower than that of HL. The antioxidant 

properties reveal the paired, and triple combinations of HQ, HL, and HB demonstrate high 

antioxidant potential, as evidenced by the percentage of %IC50 value in the DPPH and ABTS 

assays. Moreover, the reducing ability of the compounds, as measured by the FRAP assay, 

shows that do the combination has greater potency in donating electron to ferric ions. 

Specially, the combination of HQ:HL:HB exhibited the lowest %IC50 values in both DPPH 

and ABTS assays, and the highest value in FRAP assay. Nevertheless, the study showed that 

the combination presents significant antagonistic activity, indicating that not all combinations 

influence antioxidant ability. The limitation of this study is that it is based solely on in vitro 

assays; therefore, further investigation into the cytotoxic effects on skin cells is required to 

assess safety for use in skincare and pharmaceutical products. 

 

Acknowledgements:  

The author would like to acknowledge to the faculty of Cosmetic, Mae Fah Luang 

University for their financial support, and provision of facilities for the study. 

 

 

311



2  (Full paper template) 
 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

References: 

 

1.  Liebel F, Kaur S, Ruvolo E, Kollias N, Southall M. J Invest Dermatol. 2012;132:1901–

1907.  

2.  Jurkiewicz B, Buettner G.  J Photochem Photobiol A Chem. 1996;64:918–922.  

3.  Leung M, Tong X, Bastien P, Guinot F, Tenenhaus A, Appenzeller B, Betts R, Mezzache 

S, Li J, Bourokba N, Breton L. Microbiome. 2020;8:1– 7.  

4.  Patra V, Byrne S, Wolf P. Front Microbiol. 2016;7:1235.  

5.  Dunn J, Koo J. Dermatol. Online J. 2013;19.  

6.  Simpson D, Oliver P. Antioxidants. 2020;9:1–27.  

7.  Jomova K, Raptova R, Alomar S, Alwasel S, Nepovimova E, Kuca K, Valko M. Arch. 

Toxicol. 2023;97:2499–2574.  

8.  Clatici V, Racoceanu D, Dalle C, Voicu C, Tomas L, Marron S, Wollina U. Maedica. 

2017;12:191.  

9.  Mukherjee P, Maity N, Nema N, Sarkar B. Phytomedicine. 2011;19:64–73.  

10.  Pérez-Sánchez A, Barrajón-Catalán E, Herranz-López M, Micol V. Nutrients. 

2018;10:403.  

11.  Almeida I, Pinto A, Monteiro C, Monteiro H, Belo L, Fernandes J, Bento A, Duarte T, 

Garrido J, Bahia M, Lobo J. J Photochem Photobiol B. 2015;144:28–34.  

12.  Bulla M, Hernandes L, Baesso M, Nogueira A, Bento A, Bortoluzzi B, Serra L, Cortez 

D. Photochem. Photobiol. 2015;91:558–566.  

13.  Shin S, Jung E, Kim S, Kim E, Lee J, Park D. PLoS One. 2013;8.  

14.  Dudonné S, Poupard P, Coutiére P, Woillez M, Richard T, Merillion J, Vitrac X.  J Agric 

Food Chem. 2011;59:4527–4536.  

15.  Chao H, Najjaa H, Villareal M, Ksouri R, Han J, Neffati M, Isoda H. Exp. Dermatol. 

2013;22:131–136.  

16.  Jia W, Gao W, Yan Y, Wang J, Xu Z, Zheng W, Xiao P.  Phytother Res. 2004;18:681–

686.  

17.  Wang K, Gao Y, Gong W, Ye X, Fan L, Wang C, Gao X, Gao L, Du G, Qin X, Lu A. 

Front Pharmacol. 2020;11.  

18.  Wang J, Tanaka T, Zhang H, Kouno I, Jiang Z. Chem Pharm Bull. 2012;60:706–711. 

19.  Qi Y, Zhang Q, Zhu H.  Chin. Med. 2019;14:1– 22.  

20.  Zhou X, Choi P, Yang J, Or P, Hoi P, Lee S, Leung G, Ngai S, Kong S, Ho H, Wong M. 

Springerplus. 2016;5.  

21.  Wang Z, Wang S, Kuang Y, Hu Z, Qiao X, Ye M. Pharm Biol. 2018;56:465–484.  

22.  Liao H, Ye J, Gao L, Liu Y. Biomed Pharmacother. 2021;133.  

23.  Kimura Y, Sumiyoshi M.  Eur J Pharmacol. 2011;661:124–132.  

24.  Li X, Motwani M, Tong W, Bornmann W, Schwartz G. Mol. Pharmacol. 2000;58:1287–

1293. 

25.  Pan H, Wang T, Che Y, Li X, Cui y, Chen Q, Wu Z, Yi J, Wang B. Infect Drug Resist. 

2023;16:7071–7095.  

26.  Han L, Wang R, Zhang X, Yu X, Zhuo L, Song T, Deng X, Zhang Y, Zhang L, Bai C. J 

AOAC Int. 2019;102:699–707.  

27.  Wang T, Pan H, Che Y, Fu Q, Chen Q, Li X, Cui Y, Chen Q, Wu Z, Li R, Liu M. Res 

Sq. 2022. 

28.  Ryuk J, Zheng M, Lee M, Seo C, Li Y, Lee S, Moon D, Lee H, Lee J, Park J, Son J. 

Arch Pharm Res. 2012;35:1045–1054.  

29.  Lee S, Lee H, Lee S, Kim Y, Lee D, Chun J, Lee JY, Kim H, Chang G. Chin. Med. 

2018;13:1– 9.  

30.  Lin P, Hsu K, Shiu M, Liu W. Sci Rep. 2017;7:9009.  

312



 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

31.  Cao X, Sun L, Li D, You G, Wang M, Ren X. Molecules. 2018;23:2307.  

32.  Jung H, Jin G, Kim S, Kim Y, Park Y. Cell Biol. Int. 2009;33:957–963.  

33.  Silva A, Rocha B, Moreira M, Delerue M, Neves J, Rodrigues F. Int J Mol Sci. 

2024;25:2478.  

34.  Fattahi S, Zabihi E, Abedian Z, Pourbagher R, Ardekani A, Monstafazadeh A, Akhavan 

H. Int J Mol Sci. 2024;3:102. 

35.  Jain K, Tabasum S, Khare S. Asian J Pharm Clin Res. 2016;9. 

36.  Kantangkul T, Siripongvutikorn S, Sae-Wong. Int. Food Res. J. 2015;12:1073–1076. 

37.  Polbuppha I, Maneerat W, Sripisut T, Limthaeakul T, Cheenpracha S, Phyne S, 

Muanprasat C, Seemakhan S, Borwornpinyo S, Laphookhieo S. Nat Prod Commun. 

2017;12:1073–1076.  

38.  Phosri S, Kiattisin K, Intharuksa A, Janon R, Na Nongkhai T, Theansungnoen T. 

Cosmetics. 2022;9.  

39.  Mensor L, Menezes F, Leitão G, et al. Phytother Res. 2001;15:127–130.  

40.  Fuhrman B, Volkova N, Rosenblat M, Aviram M. Antioxid Redox Signal. 2000;2:491–

506. 

41.  Niki E and Noriko N. IUBMB Life. 2000;50:323–329.  

42.  Wang J, Tanaka T, Zhang H, Kouno I, Jiang Z. Chem Pharm Bull. 2012;60:706–711.  

43.  Fu X, Wang J, Liao S, Lv Y, Xu D, Yang M, Kong L. Front Pharmacol. 2019;10:337.  

44.  Qi Y, Zhang Q, Zhu H. Chin. Med. 2019;14:1–22.  

45.  Li K, Fan H, Yin P, Yang L, Xue Q, Li X, Sun L, Liu Y. Arab. J. Chem. 2018;11:159–

170.  

46.  Gao Z, Yang X, Huang K, Xu H. Appl. Magn. Reason. 2000;19:35–44. 

47.  Nam P, Trung N, Hoa N, Bich HN, Manh TD, Quang DT, Mechler A, Vo QV. RSC 

Adv. 2022;12:9738–9743.  

48.  Liu Y, Long S, Zhang S, Tan Y, Wang t, Wu Y, Jiang T, Liu X, Peng D, Liu Z. RSC 

Adv. 2021;11:17611–17621.  

49.  Lv Y, Wang J, Xu D, Liao S, Li P, Zhang Q, Yang M, Kong L. J Pharm Biomed Anal. 

2017;145:794–804.  

50.  Duarte D, Vale N. Curr. Res. Pharmacol. Drug Discov. 2022;3.  

51.  Gao Z, Li Z, Yan J, Wang P. Drug Des Devel Ther. 2017;11:2595–2604.  

  

313



 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

CHEMICAL MODIFICATION OF DIHYDROISOSTEVIOL 

Daorueang Auppachai, Waraluck Chaichompoo, Wachirachai Pabuprapap,* Apichart 

Suksamrarn  

Department of Chemistry and Center of Excellence for Innovation in Chemistry, Faculty of 

Science, Ramkhamhaeng University, Bangkok 10240, Thailand  

*e-mail: wachirachai.p@rumail.ru.ac.th 

 

Abstract:  
Isosteviol ( 2) , the hydrolyzed analog of stevioside ( 1) , has been reported to exhibit 

vasorelaxant activity.  In order to enhance the bioactivity of this compound, chemical 

modification of 2 to the dihydro analog (3) was undertaken. Compound 3 was then converted 

to the corresponding ester analogs ( 4a– 4h) .  These analogs were prepared in yields between 

20% and 81%, and their structures were elucidated using spectroscopic analyses. 

 

Introduction: 

 Natural products have long been a cornerstone of drug discovery and development, 

providing a rich source of bioactive compounds with diverse chemical structures and biological 

activities.1,2 Despite their therapeutic potential, many natural products face limitations that can 

hinder their direct use as drugs, including suboptimal pharmacokinetic properties, low 

bioavailability and undesirable side effects. 3 To overcome these challenges and enhance the 

efficacy, safety, and specificity of natural products, structural modification has emerged as a 

crucial strategy.4 

 Isosteviol ( 2)  is a naturally derived diterpenoid compound obtained through the acid 

hydrolysis of stevioside ( 1) , a well- known sweetener from the leaves of Stevia rebaudiana. 5 

This compound has gained considerable attention due to its diverse chemical properties and 

promising biological activities. 6 Structurally, isosteviol features a tetracyclic framework with 

a carboxylic acid group, making it a versatile molecule for chemical modifications. 7 Over the 

years, researchers have explored its potential in various therapeutic areas, including anti-

inflammatory, anticancer, vasodilation, reduce blood pressure, and exhibit cardioprotective 

effects. 8- 10 In addition, a previous study by our group reported that compound 2 exhibits 

moderate vasorelaxant activity, while its analog, dihydroisosteviol ( 3) , showed better 

vasorelaxant activity. 11 It was of particular interest to investigate whether modifying the 

structure of compound 3 could result in analogs with significantly enhanced biological 

activities. This study focuses on the chemical modification of dihydroisosteviol (3) to produce 

analogs 4a–4h (Scheme 1). 

 

Methodology:  
1. General 

Optical rotations were measured on a JASCO-1020 polarimeter. 1H and 13C NMR spectra were 

recorded on a Bruker ASCEND 400 FT-NMR spectrometer, operating at 400 MHz and 100 

MHz for 1H and 13C NMR, respectively. HR-TOFMS spectra were measured with a Bruker 

micrOTOF-QII mass spectrometer, using electrospray ionization (ESI) as the ionization 

technique. Column chromatography was carried out using Merck silica gel 60 (particle sizes < 

0.063 mm). For thin-layer chromatography (TLC), Merck pre-coated silica gel 60 F254 plates 

were used. TLC spots were detected under UV light and by spraying with anisaldehyde-H2SO4 

reagent, followed by heating. Stevioside was purchased from Thai-China Flavors and 
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Fragrances Industry Company, Limited. Other chemicals and solvents were of analytical grade 

and obtained from local distributors. 

2. Acid hydrolysis of stevioside (1) 

Stevioside (10.0 g) was hydrolyzed with 25% H2SO4 (200 mL) at 80 ℃ for 2 h. The precipitate 

was separated by filtration, washed with n-hexane and air-dried to afford compound 2. The 

spectroscopic data were consistent with the reported values.11 Yield 95%; [α]
D

25
 –104.8 (c 0.45, 

MeOH); 1H NMR (CDCl3, 400 MHz): δ 0.76 (s, 3H, 20-CH3), 0.88 (td, J = 13.2, 4.1 Hz, 1H, 

H-1β), 0.95 (s, 3H, 17-CH3), 1.00 (td, J=13.5, 4.1 Hz, 1H, H-3a), 1.11–1.19 (m, 1H, H-11a), 

1.12 (dd, J = 11.9, 2.2 Hz, 1H, H-5β), 1.17–1.20 (m, 1H, H-9β), 1.23 (s, 3H, 18-CH3), 1.32–

1.39 (m, 1H, H-2a), 1.32–1.43 (m, 3H, H-7β, H-12a, H-14a), 1.45 (ddd, J = 13.5, 4.0 Hz, 1H, 

H-7α), 1.52 (dd, J = 11.5, 2.6 Hz, 1H, H-14b), 1.59 (brdd, J = 14.5, 2.7 Hz, 1H, H-12b), 1.67–

1.74 (m, 1H, H-11b), 1.71–1.77 (m, 1H, H-1α), 1.74–1.79 (m, 1H, H-6a), 1.75–1.82 (m, 1H, H-

15β), 1.81–1.87 (m, 1H, H-6b), 1.82–1.90 (m, 1H, H-2b), 2.14 (brd, J = 13.5 Hz, 1H, H-3b), 

2.61 (dd, J = 18.6, 3.7 Hz, 1H, H-15α); 13C NMR (CDCl3, 100 MHz): δ 13.2 (CH3, C-20), 18.8 

(CH2, C-2), 19.8 (CH3, C-17), 20.4 (CH2, C-11), 21.5 (CH2, C-6), 28.9 (CH3, C-18), 37.2 (CH2, 

C-12), 37.6 (CH2, C-3), 38.1 (C, C-10), 39.4 (C, C-13), 39.6 (CH2, C-1), 41.3 (CH2, C-7), 43.6 

(C, C-4), 48.4 (CH2, C-15), 48.7 (C, C-8), 54.2 (CH2, C-14), 54.6 (CH, C-9), 56.9 (CH, C-5), 

183.5 (C, C-19), 231.1 (C, C-16); HR-TOFMS (ESI+): m/z 659.4283 [2M + Na]+ (calcd for 

C40H60NaO6, 659.4282).  

3. Synthesis of dihydroisosteviol (3)  

Compound 3 was synthesized according to the published literature and its spectroscopic 

characterization data were consistent with reported values. 11 Yield 84% ; [α]
D

25
 –61.6 (c 1.00, 

MeOH); 1H NMR (CD3OD, 400 MHz): δ 0.85 (s, 3H, 20-CH3), 0.89 (s, 3H, 17-CH3), 0.94 (td, 

J = 13.3, 4.1 Hz, 1H, H-1β), 0.96 (brd, J = 12.8 Hz, 1H, H-9β), 0.99 (ddd, J = 13.2, 8.7, 4.2 

Hz, 1H, H-3a), 1.06 (dd, J = 11.8, 2.1 Hz, 1H, H-5β), 1.12–1.20 (m, 1H, H-12a), 1.16 (s, 3H, 

18- CH3) , 1. 28 ( dd, J =  11. 6, 2. 6 Hz, 2H, H- 14) , 1. 33 ( ddd, J =  13. 2, 13. 1, 7. 1 Hz,  

1H, H-7β), 1.32–1.39 (m, 1H, H-2a), 1.50 (ddd, J = 13.1, 3.6, 2.7 Hz, 1H, H-7α), 1.51–1.59 

(m, 1H, H-11a) , 1.61–1.70 (m, 1H, H-11b) , 1.66–1.70 (partially overlapping signal, 1H, H-

15β) , 1. 70– 1. 76 ( partially overlapping signal, 1H, H- 1α) , 1. 72– 1. 87 ( partially overlapping 

signal, 1H, H- 6) , 1. 75– 1. 79 ( partially overlapping signal, 1H, H- 12b) , 1. 82– 1. 90 ( partially 

overlapping signal, 1H, H-2b), 1.83–1.87 (partially overlapping signal, 1H, H-15α), 2.11 (brd, 

J = 13.2 Hz, 1H, H-3b), 3.79 (dd, J = 10.8, 4.6 Hz, 1H, H-16β); 13C NMR (CD3OD, 100 MHz): 

δ 14.4 (CH3, C-20), 20.6 (CH2, C-2), 21.9 (CH2, C-11), 23.5 (CH2, C-6), 25.9 (CH3, C-17), 

30.1 (CH3, C-18), 35.4 (CH2, C-12), 39.6 (CH2, C-3), 39.8 (C, C-10), 41.7 (CH2, C-1), 43.5 

(CH2, C-7), 43.5 (C, C-8), 43.7 (C, C-13), 44.0 (CH2, C-15), 45.1 (C, C-4), 57.0 (CH2, C-14), 

57.9 (CH, C-9), 58.9 (CH, C-5), 81.5 (CH, C-16), 182.2 (C, C-19); HR-TOFMS (ESI+): m/z 

343.2242 [M + Na]+ (calcd for C20H32NaO3, 343.2243).  

4. General procedure for the synthesis of compounds 4a–4h 

A mixture of compound 3 ( 20 mg, 0. 06 mmol) , corresponding alcohol ( 5 mL, excess)  and 

concentrated H2SO4 ( 20 μL)  were dissolved in benzene ( 5 mL)  and the solution was stirred 

under reflux using a Dean- Stark apparatus to remove water from the reagents.  After 1 h, the 

resulting mixture was diluted with water and extracted with EtOAc.  Then, the organic layer 

was dried with anhydrous Na2SO4 and evaporated under reduced pressure, followed by column 

chromatography to afford compounds 4a–4h. 

4.1 Dihydroisosteviol-19-methyl ester (4a) 

 Yield 50%; 1H NMR (CDCl3, 400 MHz): δ 0.72 (s, 3H, 20-CH3), 0.84 (td, J = 13.0, 

3.9 Hz, 1H, H-1β), 0.88 (s, 3H, 17-CH3), 0.95 (dd, J = 13.2, 3.0 Hz, 1H, H-9β), 0.96–1.00 (m, 
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1H, H-3a), 1.01 (dd, J = 11.5, 2.8 Hz, 1H, H-5β), 1.14 (s, 3H, 18-CH3), 1.15–1.24 (m, 1H, H-

12a), 1.24 (dd, J = 11.6, 3.2 Hz, 2H, H-14), 1.24–1.29 (m, 1H, H-15α), 1.32 (ddd, J = 12.0, 

11.2, 3.5 Hz, 1H, H-7β), 1.33–1.39 (m, 1H, H-2a), 1.44–1.52 (m, 1H, H-11a), 1.50 (dd, J = 

11.8, 10.5 Hz, 1H, H-15β), 1.54–1.60 (m, 1H, H-6a), 1.65–1.72 (partially overlapping signal, 

1H, H-11b),  1.67–1.75 (overlapping signal, 1H, H-1α), 1.69–1.75 (overlapping signal, 1H, H-

12b), 1.73 (brdd, J = 12.0, 4.5 Hz, 1H, H-7α),  1.74–1.79 (partially overlapping signal, 1H, H-

6b), 1.76–1.80 (m, 1H, H-2b), 2.12 (brd, J = 13.2 Hz, 1H, H-3b), 3.60 (s, 3H, 1'-OCH3), 3.83 

(dd, J = 10.5, 4.8 Hz, 1H, H-16β) ; 13C NMR (CDCl3, 100 MHz):  δ 13.1 (CH3, C-20) , 18.9 

(CH2, C-2) , 20.4 (CH2, C-11) , 21.7 (CH2, C-6) , 24.8 (CH3, C-17) , 28.8 (CH3, C-18) , 33.6 

(CH2, C-12), 38.0 (CH2, C-3), 38.0 (C, C-10), 39.8 (CH2, C-1), 41.6 (C, C-13), 41.8 (CH2, C-

15), 42.0 (C, C-8), 42.8 (CH2, C-7), 43.7 (C, C-4), 51.1 (CH3, C-1'), 55.2 (CH2, C-14), 55.7 

( CH, C- 9) , 57. 1 ( CH, C- 5) , 80. 6 ( CH, C- 16) , 178. 1 ( C, C- 19) ; HR- TOFMS ( ESI+) :  m/ z 

335.2515 [M + H]+ (calcd for C21H35O3, 335.2508). The NMR spectral data were in agreement 

with those of the reported values.12 

4.2 Dihydroisosteviol-19-ethyl ester (4b) 

 Yield 81%; 1H NMR (CDCl3, 400 MHz): δ 0.72 (s, 3H, 20-CH3), 0.84 (td, J = 13.0, 

3.9 Hz, 1H, H-1β), 0.88 (s, 3H, 17-CH3), 0.91–0.98 (m, 1H, H-3a), 0.92 (dd, J = 13.6, 3.2 Hz, 

1H, H-9β), 1.00 (dd, J = 11.1, 2.9 Hz, 1H, H-5β), 1.13 (s, 3H, 18-CH3), 1.15–1.24 (partially 

overlapping signal, 1H, H-12a), 1.22 (t, J = 7.1 Hz, 3H, 2'-CH3), 1.26 (dd, J = 11.8, 4.8 Hz, 

1H, H-15α) , 1.27 (dd, J = 11.8, 3.2 Hz, 2H, H-14) , 1.32 (ddd, J = 13.7, 11.3, 3.8 Hz, 1H, 

H-7β), 1.33–1.40 (m, 1H, H-2a), 1.45–1.53 (m, 1H, H-11a), 1.51 (dd, J = 11.8, 10.6 Hz, 1H, 

H-15β), 1.56–1.62 (m, 1H, H-6a), 1.66–1.73 (partially overlapping signal, 1H, H-11b), 1.68–

1.76 (partially overlapping signal, 1H, H-1α), 1.70–1.76 (overlapping signal, 1H, H-12b), 1.72 

(brdd, J = 13.7, 4.7 Hz, 1H, H-7α), 1.75–1.80 (m, 1H, H-6b), 1.79–1.83 (m, 1H, H-2b), 2.13 

(brd, J = 13.4 Hz, 1H, H-3b), 3.83 (dd, J = 10.6, 4.8 Hz, 1H, H-16β), 4.06 (q, J = 7.1 Hz, 2H, 

H-1'); 13C NMR (CDCl3, 100 MHz): δ 13.3 (CH3, C-20), 14.0 (CH3, C-2'), 18.9 (CH2, C-2), 

20.4 (CH2, C-11), 21.7 (CH2, C-6), 24.8 (CH3, C-17), 28.9 (CH3, C-18), 33.6 (CH2, C-12), 

38.0 (CH2, C-3), 38.0 (C, C-10), 39.9 (CH2, C-1), 41.7 (C, C-13), 42.0 (C, C-8), 42.0 (CH2, C-

15), 42.7 (CH2, C-7), 43.6 (C, C-4), 55.2 (CH2, C-14), 55.7 (CH, C-9), 57.1 (CH, C-5), 59.9 

(CH2, C-1'), 80.5 (CH, C-16), 177.5 (C, C-19); HR-TOFMS (ESI+): m/z 349.2743 [M + H]+ 

(calcd for C22H37O3, 349.2737). 

4.3 Dihydroisosteviol-19-propyl ester (4c) 

 Yield 52%; 1H NMR (CDCl3, 400 MHz): δ 0.72 (s, 3H, 20-CH3), 0.85 (td, J = 13.1, 

4.3 Hz, 1H, H-1β), 0.88 (s, 3H, 17-CH3), 0.94 (t, 3H, 3'-CH3), 0.95–1.00 (m, 1H, H-3a), 0.98 

(dd, J = 9.0, 2.5 Hz, 1H, H-9β), 1.01 (dd, J = 11.7, 2.6 Hz, 1H, H-5β), 1.14 (s, 3H, 18-CH3), 

1.19 (ddd, J = 12.5, 12.4, 5.7 Hz, 1H, H-12a), 1.26 (dd, J = 13.9, 5.2 Hz, 1H, H-15α), 1.27 

(dd, J = 11.8, 2.5 Hz, 2H, H-14), 1.32 (ddd, J = 13.5, 13.0, 3.8 Hz, 1H, H-7β), 1.34-1.42 (m, 

1H, H-2a), 1.45–1.53 (m, 1H, H-11a), 1.51 (dd, J = 13.9, 10.3 Hz, 1H, H-15β), 1.53–1.58 

( partially overlapping signal, 1 H, H- 6a) , 1. 58– 1. 67 ( m, 2H, H- 2') , 1. 66– 1. 73 ( partially 

overlapping signal, 1H, H-11b), 1.69 (brdd, J = 13.1, 3.5 Hz, 1H, H-1α), 1.70–1.76 (partially 

overlapping signal, 1 H, H- 12b) , 1. 72 ( brdd, J =  13. 5, 3. 1 Hz, 1 H, H- 7α) , 1. 75– 1. 80 

(overlapping signal, 1H, H-6b), 1.79–1.83 (m, 1H, H-2b), 2.14 (brd, J = 13.2 Hz, 1H, H-3b), 

3.83 (dd, J = 10.3, 5.2 Hz, 1H, H-16β), 3.90–4.00 (m, 2H, H-1'); 13C NMR (CDCl3, 100 MHz): 

δ 10.7 (CH3, C-3'), 13.3 (CH3, C-20), 18.9 (CH2, C-2), 20.4 (CH2, C-11), 21.7 (CH2, C-6), 

21.8 (CH2, C-2'), 24.8 (CH3, C-17), 29.0 (CH3, C-18), 33.7 (CH2, C-12), 38.0 (CH2, C-3), 38.0 
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(C, C-10), 39.9 (CH2, C-1),  41.7 (C, C-13), 42.0 (C, C-8), 42.0 (CH2, C-15), 42.7 (CH2, C-7), 

43.8 (C, C-4), 55.2 (CH2, C-14), 55.7 (CH, C-9), 57.1 (CH, C-5), 65.7 (CH2, C-1'), 80.6 (CH, 

C-16) , 177.7 (C, C-19) ; HR-TOFMS (ESI+):  m/z 363.2893 [M + H]+ (calcd for C23H39O3, 

363.2894). 

4.4 Dihydroisosteviol-19-butyl ester (4d) 

 Yield 20%; 1H NMR (CDCl3, 400 MHz): δ 0.72 (s, 3H, 20-CH3), 0.85 (td, J = 13.0, 

4.2 Hz, 1H, H-1β), 0.88 (s, 3H, 17-CH3), 0.91 (t, J = 7.4 Hz, 3H, 4'-CH3), 0.92–0.98 (m, 1H, 

H-3a), 0.98 (dd, J = 9.8, 3.2 Hz, 1H, H-9β), 1.01 (dd, J = 11.4, 2.0 Hz, 1H, H-5β), 1.14 (s, 3H, 

18-CH3), 1.19 (ddd, J = 12.7, 12.6, 5.9 Hz, 1H, H-12a), 1.26 (dd, J = 11.2, 4.8 Hz, 1H, H-

15α), 1.27 (dd, J = 11.2, 3.2 Hz, 1H, H-14),  1.32 (ddd, J = 14.4, 13.8, 2.5 Hz, 1H, H-7β), 

1.33–1.42 (m, 2H, H-3') , 1.35–1.42 (m, 1H, H-2a) , 1.45–1.53 (m, 1H, H-11a) , 1.50 (dd,  

J = 11.2, 10.5 Hz, 1H, H-15β), 1.53–1.59 (m, 2H, H-2'), 1.57–1.64 (m, 1H, H-6a), 1.66–1.73 

(partially overlapping signal, 1H, H-11b), 1.69 (br dd, J = 13.0, 2.5 Hz, 1H, H-1α), 1.70–1.76 

(partially overlapping signal, 1H, H-12b), 1.73 (br dd, J = 13.8, 3.2 Hz, 1H, H-7α), 1.75–1.80 

(m, 1H, H-6b), 1.79–1.83 (m, 1H, H-2b), 2.14 (brd, J = 13.2 Hz, 1H, H-3b), 3.83 (dd, J = 10.5, 

4.8 Hz, 1H, H-16β), 3.94-4.05 (m, 2H, H-1'); 13C NMR (CDCl3, 100 MHz): δ 13.3 (CH3, C-

20), 13.6 (CH3, C-4'), 18.9 (CH2, C-2), 19.3 (CH2, C-3'), 20.4 (CH2, C-11), 21.7 (CH2, C-6), 

24.8 (CH3, C-17),  29.0 (CH3, C-18), 30.5 (CH2, C-2'), 33.6 (CH2, C-12), 38.0 (CH2, C-3), 

38.0 (C, C-10), 39.9 (CH2, C-1), 41.7 (C, C-13), 42.0 (CH2, C-15), 42.7 (C, C-8), 43.8 (CH2, 

C-7), 43.9 (C, C-4), 55.2 (CH2, C-14), 55.7 (CH, C-9), 57.1 (CH, C-5), 63.9 (CH2, C-1'), 80.6 

(CH, C-16), 177.6 (C, C-19); HR-TOFMS (ESI+): m/z 377.3049 [M + H]+ (calcd for C24H41O3, 

377.3050). 

4.5 Dihydroisosteviol-19-pentyl ester (4e) 

 Yield 32%; 1H NMR (CDCl3, 400 MHz): δ 0.72 (s, 3H, 20-CH3), 0.85 (td, J = 13.1, 

4.2 Hz, 1H, H-1β), 0.88 (s, 3H, 17-CH3), 0.89 (t, J = 7.9, 3H, 5'-CH3), 0.92–0.98 (m, 1H,  

H-3a), 0.98 (dd, J = 9.8, 3.2 Hz, 1H, H-9β), 1.01 (dd, J = 11.2, 3.2 Hz, 1H, H-5β), 1.14 (s, 3H, 

18-CH3), 1.19 (ddd, J = 12.6, 12.4, 5.7 Hz, 1H, H-12a), 1.26 (dd, J = 12.0, 5.0 Hz, 1H, H-

15α), 1.27 (dd, J = 12.0, 3.2 Hz, 2H, H-14),  1.28–1.36 (partially overlapping signal, 1H, H-

7β), 1.30–1.36 (m, each 2H, H-3' and H-4'), 1.37–1.43 (m, 1H, H-2a), 1.48–1.56 (m, 1H, H-

11a), 1.50 (dd, J = 12.0, 10.4 Hz, 1H, H-15β), 1.56–1.62 (m, 2H, H-2'), 1.57–1.64 (m, 1H, H-

6a), 1.66–1.73 (m, 1H, H-11b), 1.69 (brdd, J = 13.1, 3.8 Hz, 1H, H-1α), 1.70–1.76 (partially 

overlapping signal, 1H, H-12b), 1.73 (brdd, J = 13.2, 2.5 Hz, 1H, H-7α), 1.75–1.80 (m, 1H, 

H-6b), 1.79–1.83 (m, 1H, H-2b), 2.13 (br d, J = 13.5 Hz, 1H, H-3b), 3.83 (dd, J = 10.4, 5.0 

Hz, 1H, H-16β), 3.92–4.04 (m, 2H, H-1'); 13C NMR (CDCl3, 100 MHz): δ 13.3 (CH3, C-20), 

13.9 (CH3, C-5'), 18.9 (CH2, C-2), 20.4 (CH2, C-11), 21.7 (CH2, C-6), 22.2 (CH2, C-4'), 24.8 

(CH3, C-17), 28.1 (CH2, C-2'), 28.3 (CH2, C-3'), 29.0 (CH3, C-18), 33.7 (CH2, C-12), 38.0 

(CH2, C-3), 38.0 (C, C-10), 39.9 (CH2, C-1), 41.7 (C, C-13), 42.0 (C, C-8), 42.0 (CH2, C-15), 

42.7 (CH2, C-7), 43.8 (C, C-4), 55.2 (CH2, C-14), 55.7 (CH, C-9), 57.1 (CH, C-5), 64.2 (CH2, 

C-1'), 80.6 (CH, C-16), 177.6 (C, C-19); HR-TOFMS (ESI+): m/z 391.3206 [M + H]+ (calcd 

for C25H43O3, 391.3207). 

4.6 Dihydroisosteviol-19-isobutyl ester (4f) 

 Yield 54%; 1H NMR (CDCl3, 400 MHz): δ 0.72 (s, 3H, 20-CH3), 0.84 (td, J = 13.0, 

4.3 Hz, 1H, H-1β), 0.88 (s, 3H, 17-CH3), 0.89 (d, J = 1.6, 3H, 5'-CH3), 0.90 (d, J = 1.6, 3H, 

4'-CH3), 0.92–0.98 (m, 1H, H-3a), 0.98 (dd, J = 9.9, 3.2 Hz, 1H, H-9β), 1.01 (dd, J = 11.6, 2.3 

Hz, 1H, H-5β), 1.14 (s, 3H, 18-CH3), 1.19 (ddd, J = 12.5, 12.2, 5.7 Hz, 1H, H-12a), 1.26 (dd, 

J = 11.9, 2.7 Hz, 1H, H-15α), 1.27 (dd, J = 11.9, 3.2 Hz, 2H, H-14),  1.32 (ddd, J = 13.9, 10.1, 

3.8 Hz, 1H, H-7β), 1.35–1.45 (m, 1H, H-2a), 1.45–1.53 (m, 1H, H-11a), 1.46–1.54 (m, 2H, H-
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2'), 1.48–1.55 (partially overlapping signal, 1H, H-15β), 1.53–1.62 (m, 1H, H-6a), 1.62–1.69 

(m, 1H, H-3'), 1.68–1.73 (partially overlapping signal, 1H, H-11b), 1.69 (brdd, J = 13.0, 3.1 

Hz, 1H, H-1α), 1.70–1.76 (partially overlapping signal, 1H, H-12b), 1.73 (brdd, J = 13.9, 2.5 

Hz, 1H, H-7α), 1.75–1.80 (m, 1H, H-6b), 1.79–1.83 (m, 1H, H-2b), 2.13 (brd, J = 13.2 Hz, 

1H, H-3b), 3.83 (brd, J = 10.5 Hz, 1H, H-16β), 3.96–4.08 (m, 2H, H-1'); 13C NMR (CDCl3, 

100 MHz) :  δ 13.3 (CH3, C-20) , 18.9 (CH2, C-2) , 20.4 (CH2, C-11) , 21.7 (CH2, C-6) , 22.4 

(CH3, C-5'), 22.4 (CH3, C-4'), 24.8 (CH3, C-17), 25.2 (CH, C-3'), 28.9 (CH3, C-18), 33.7 (CH2, 

C-12), 37.2 (CH2, C-2'),    38.0 (CH2, C-3), 38.0 (C, C-10), 39.9 (CH2, C-1), 41.7 (C, C-13), 

42.0 (C, C-8), 42.0 (CH2, C-15), 42.7 (CH2, C-7), 43.7 (C, C-4), 55.2 (CH2, C-14), 55.7 (CH, 

C-9), 57.1 (CH, C-5), 62.7 (CH2, C-1'), 80.6 (CH, C-16), 177.6 (C, C-19); HR-TOFMS (ESI+): 

m/z 391.3205 [M + H]+ (calcd for C25H43O3, 391.3206). 

4.7 23-Methyl-19-butenyldihydroisosteviol (4g) 

 Yield 63%; 1H NMR (CDCl3, 400 MHz): δ 0.70 (s, 3H, 20-CH3), 0.83 (td, J = 13.4, 

3.7 Hz, 1H, H-1β), 0.88 (s, 3H, 17-CH3), 0.90–0.99 (m, 1H, H-3a), 0.96 (dd, J = 11.5, 1.9 Hz, 

1H, H-9β), 1.00 (brd, J = 12.8 Hz, 1H, H-5β), 1.13 (s, 3H, 18-CH3), 1.18 (ddd, J = 12.7, 12.5, 

5.9 Hz, 1H, H-12a), 1.26 (dd, J = 13.4, 4.8 Hz, 1H, H-15α), 1.27 (dd, J = 11.6, 1.9 Hz, 2H, H-

14),  1.32 (ddd, J = 12.5, 11.1, 3.9 Hz, 1H, H-7β), 1.32–1.40 (m, 1H, H-2a), 1.45–1.53 (m, 1H, 

H-11a), 1.48 (dd, J = 13.4, 10.5 Hz, 1H, H-15β), 1.53–1.62 (m, 1H, H-6a), 1.67 (s, 3H, 5'-

CH3) , 1.67–1.74 (partially overlapping signal, 1H, H-1α) , 1.68–1.73 (partially overlapping 

signal, 1H, H-11b), 1.70–1.75 (partially overlapping signal, 1H, H-7α), 1.70–1.76 (partially 

overlapping signal, 1H, H-12b), 1.72 (s, 3H, 4'-CH3), 1.75–1.80 (m, 1H, H-6b), 1.79–1.83 (m, 

1H, H-2b), 2.13 (brd, J = 13.1 Hz, 1H, H-3b), 3.82 (dd, J = 10.5, 4.8 Hz, 1H, H-16β), 4.40–

4.54 (m, 2H, H-1'), 5.28–5.33 (m, 1H, H-2'); 13C NMR (CDCl3, 100 MHz): δ 13.2 (CH3, C-

20), 18.0 (CH3, C-4'),  18.9 (CH2, C-2), 20.4 (CH2, C-11), 21.7 (CH2, C-6), 24.8 (CH3, C-17), 

25.6 (CH3, C-5'), 28.9 (CH3, C-18), 33.6 (CH2, C-12), 38.0 (CH2, C-3), 38.0 (C, C-10), 39.9 

(CH2, C-1), 41.7 (C, C-13), 41.9 (CH2, C-15), 42.0 (C, C-8), 42.7 (CH2, C-7), 43.7 (C, C-4), 

55.2 (CH2, C-14), 55.7 (CH, C-9), 57.2 (CH, C-5), 60.8 (CH2, C-1'), 80.6 (CH, C-16), 118.7 

(CH, C-2'), 138.3 (C, C-3'), 177.4 (C, C-19); HR-TOFMS (ESI+): m/z 411.2856 [M + Na]+ 

(calcd for C25H40NaO3, 411.2869). 

4.8 19-Propenyldihydroisosteviol (4h) 

 Yield 68%; 1H NMR (CDCl3, 400 MHz): δ 0.72 (s, 3H, 20-CH3), 0.85 (td, J = 13.0, 

4.2 Hz, 1H, H-1β), 0.88 (s, 3H, 17-CH3), 0.93-1.01 (m, 1H, H-3a), 0.99 (dd, J = 11.6, 2.0 Hz, 

1H, H-9β), 1.03 (dd, J = 12.0, 1.6 Hz, 1H, H-5β), 1.15–1.23 (m, 1H, H-12a), 1.16 (s, 3H, 18-

CH3) , 1.26 (dd, J = 13.5, 4.8 Hz, 1H, H-15α) , 1.27 (dd, J = 12.8, 2.0 Hz, 2H, H-14) ,  1.32 

(ddd, J = 14.0, 13.5, 3.9 Hz, 1H, H-7β), 1.35–1.42 (m, 1H, H-2a), 1.45–1.53 (m, 1H, H-11a), 

1. 50 ( dd, J =  13. 5, 10. 5 Hz, 1 H, H- 15β) , 1. 53– 1. 62 ( m, 1 H, H- 6a) , 1. 66– 1. 73 ( partially 

overlapping signal, 1H, H-11b), 1.69 (brdd, J = 13.0, 3.6 Hz, 1H, H-1α), 1.70–1.76 (partially 

overlapping signal, 1H, H-12b), 1.71 (brdd, 14.0, 3.7 Hz, 1H, H-7α), 1.75–1.80 (m, 1H, H-

6b), 1.79–1.83 (m, 1H, H-2b), 2.15 (brd, J = 13.3 Hz, 1H, H-3b), 3.83 (dd, J = 10.5, 4.8 Hz, 

1H, H-16β), 4.45–4.56 (m, 2H, H-1'), 5.19 (brdd, J = 10.4, 1.2 Hz, 1H, H-3'a), 5.30 (brdd, J = 

17.2, 1.2 Hz, 1H, H-3'b), 5.80–5.93 (m, 2H, H-2'); 13C NMR (CDCl3, 100 MHz): δ 13.3 (CH3, 

C-20), 18.9 (CH2, C-2), 20.4 (CH2, C-11), 21.7 (CH2, C-6), 24.8 (CH3, C-17), 28.9 (CH3, C-

18), 33.6 (CH2, C-12), 38.0 (CH2, C-3), 38.0 (C, C-10), 39.9 (CH2, C-1), 41.7 (C, C-13), 42.0 

(C, C-8), 42.0 (CH2, C-15), 42.7 (CH2, C-7), 43.8 (C, C-4), 55.1 (CH2, C-14), 55.7 (CH, C-9), 
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57.1 (CH, C-5) , 64.8 (CH2, C-1') , 80.5 (CH, C-16) , 117.9 (CH2, C-3') , 132.3 (CH2, C-2') , 

177.2 (C, C-19); HR-TOFMS (ESI+): m/z 361.2727 [M + H]+ (calcd for C23H37O3, 361.2737). 

 

 
Scheme 1. Reagents and conditions: (a) 25% H2SO4, 80 ℃, 2 h; (b) NaBH4, THF, rt, 2 h; (c) 

ROH, benzene, conc. H2SO4, reflux, 1 h. 

 

Results and Discussion:  

The acid hydrolysis of stevioside (1) yielded isosteviol (2) in 95% yields.  Reduction 

of 2 with NaBH4 gave the dihydro analog 3 in 84%. The reduction occurred exclusively from 

the β-face of the molecule, as indicated by the chemical shifts of H-15β (δH 1.75–1.82) and H-

15α (δH 2.61), which were consistent with β-selective reduction. The absence of any significant 

shifts or additional coupling constants for other positions suggests that the reduction occurred 

exclusively at the C-16 keto group. Dihydroisosteviol (3) was chosen as the parent compound 

for structural modification to its analogs. We aimed to modify the carboxylic functional group 

at the 19- position to the corresponding ester analogs.  The preparation of dihydroisosteviol 

esters 4a– 4h was achieved through esterification of dihydroisosteviol ( 3) , the corresponding 

alcohol and concentrated H2SO4 in refluxing benzene using Dean- Stark apparatus to remove 

water from the condensation reaction ( see Scheme 1) .  The dihydroisosteviol analogs 4a– 4h 

were obtained in moderate to good yields ranging from 20%  to 81% .  The structures of the 

ester analogs were confirmed by a combination of 1H NMR, 13C NMR, and HR-TOFMS data. 

For example, in the 1H NMR spectrum, the methyl ester group in 4a is observed as a singlet at 

δH 3.60, while in the 13C NMR, the ester carbonyl carbon (C-19) is clearly visible at δC 178.1, 

confirming the successful esterification at the carboxyl group.  A notable upfield shift in the 

chemical shift of the C- 19 carbonyl group ( compared to the parent dihydroisosteviol)  further 

confirmed the formation of the ester linkage.  This upfield shift is consistent with the 

introduction of electron- donating alkyl groups, which reduce the deshielding effect on the 

carbonyl carbon. 

 

Conclusion: 

In summary, this study successfully demonstrated the synthesis and structural 

modification of isosteviol (2) and its dihydro analog (3) through a series of chemical reactions. 

Through esterification at the 19-position carboxylic group, a series of dihydroisosteviol esters 

were synthesized.  These analogs provide a collection of analogs with isosteviol scaffold for 

further study of their biological activities. 
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Abstract: 

In this study, Chrysanthemum indicum L. and Chrysanthemum morifolium Ramat. 

flowers were extracted using two different techniques maceration and ultrasonic techniques.  

The quantitative study was a UV-Vis spectroscopy and Fourier-transform infrared 

spectroscopy (FTIR). The total phenolic contents analysis and DPPH radical scavenging 

activity were performed using an atomic absorption spectrophotometer. In addition, the 

extracts obtained from different techniques were developed for the facial serum formulas. 

The physicochemical properties of all formulas were performed including organoleptic test, 

homogeneity, pH, and viscosity. In conclusion, the Fourier-transform infrared (FTIR) and 

UV-vis spectrophotometer analyses showed that all extracts displayed similar characteristics 

related to the phenolic compounds. The C. indicum L. extracted using the maceration 

technique showed the highest percentage yield at 21.66. The highest total phenolic contents 

were found in the C. morifolium Ramat. extracted by maceration technique at 76.39±0.07 µg 

GAE/mg of the extract. The high inhibitory activity on DPPH radical scavenging activity was 

found in the C. morifolium Ramat. extract obtained from an ultrasonic technique at IC50 = 

0.069 mg/mL. All extracts exhibited stability through centrifugation, pH and viscosity, and 

colorimetric testing when used as an active ingredient in the serum formulas. 

 

Keyword: Chrysanthemum morifolium Ramat, Chrysanthemum indicum L., Maceration, 

Ultrasonic, DPPH radical scavenging activity 

 

Introduction: 

  Chrysanthemum morifolium Ramat. (CM) and C. indicum L. (CI) are two closely 

related plant species with similar morphological characteristics in edible and medicinal 

purpose.1 These two plants belong to the family Asteraceae which found in Asia, mainly in 

Mongolia, China, Japan, and Eastern Europe. In China, the chrysanthemum flowers are 

categorized as the cool/acrid herbs which used to treat the early stages of diseases that affect 

the upper respiratory tract, the eyes, the ears, the nose, the throat, or the skin.2 The flowers of 

these plants regularly consumed and widely used in many countries as food supplements, 

herbal teas, and health foods. The chemical constituent investigation of these plants led to the 

identification of many bioactive secondary metabolites represented mainly by flavonoids, 

phenolic and terpenoids compounds.3 C. morifolium Ramat. is an ideal source of natural 

flavonoids with significant antioxidant and anti-inflammatory activities. The C. morifolium 

Ramat. flowers isolated by 85% ethanol displayed strong antioxidant in DPPH scavenging 

activity. The isolated compounds from C. morifolium Ramat. included quercetin, 

isorhamnetin 3-O--D-glucoside, eriodictyol, pyracanthoside, apigenin, apigetrin, acacetin, 

acacipetalin, luteolin, diosmetin, spinacetin, axillarin, bonanzin, cirsiliol, chrysosplenol D and 

artemetin were characterized by detailed spectroscopic analysis.4 The volatile components of 
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essential oils from C. indicum L. was isolated which are 1,8-cineole, o-cymene, camphor, 

pinocarvone, chrysanthenyl acetate, bornyl acetate, trans-caryophyllene, terpinen-4-ol, 

umbellulone, trans-pinocarveol, cis-verbenol, borneol, α-terpineol, caryophylleneoxide, and 

thymol.5 The modern pharmacological studies indicate that the flower extracts of both 

flowers possess various bioactivities including anti-inflammation, antioxidation, 

cardiovascular protection, anticancer and antibacterial activities.1,6,7 Moreover, the review 

reported from Nguyen (2020)8 indicated that the bioactive compounds isolated from 

Chrysanthemum potent in dermatologic applications such as hyperpigmentation, skin 

rejuvenation and UV protection which may possess in cosmetic field. In this study, we 

evaluated the C. indicum L. and C. morifolium Ramat. crude extracts from maceration and 

ultrasonic techniques to compare the effectiveness and predicted functional group that 

contain in the compounds by using Fourier-transform infrared spectroscopy (FTIR) and UV-

vis spectroscopy and were developed into a facial serum. 

 

 

 

 

 

 

 

 

 

 

(A)                            (B) 

 

Figure 1. shows the figure of Chrysanthemum morifolium Ramat (A) and Chrysanthemum 

indicum L. (B). Photographed by Miss Supharat Intanam from Wang Lao Dried Plant 

Community Enterprise, Doi Sango, Chiang Sean, Chiang Rai, Thailand in November 2022. 

 

Methodology: 

Chemicals, solvents, reagents 

Ethanol was purchased from Northern Chemicals and Glasswares. Tween-80 was 

purchased from Micromaster laboratories (CAS No. 9005-65-6). Sodium hyaluronic acid was 

purchased from Myskinrecipes (CAS No. 9067-32-7). PEG-12 Dimethicone was purchased 

from Dow Chemical Thailand (CAS No. 68937-54-2). Aristoflex velvet was purchased from 

Clariant (CAS No. 1355508-95-0). Provitamin B5 and Triethanolamine were purchased from 

Chemipan corporation CAS No. 81-13-0 and 102-71-6). Aloe Vera extract was purchased 

from Vedaoils (CAS No. 85507-69-3). EDTA Tetrasodium was purchased from Eastern 

Petroleum Private Limited (CAS No. 10378-23-1). Hydroxyethylcellulose was purchased 

from MakingCosmetics (CAS No. 9004-62-0).   

Plant material collection and preparation 

 The dried flowers of C. morifolium Ramat and C. indicum L. were collected from 

Wang Lao Dried Plant Community Enterprise, Doi Sango, Chiang Sean, Chiang Rai, 

Thailand (November 2022). Each flower was grinned to obtain the desired size and stored at 

4 C before used. 

 The extraction was performed using maceration and ultrasonic techniques. The 95% 

ethanol was used as solvent in the ration between dried plant: solvent (1:5 w/v).  

 For maceration extraction, C. morifolium Ramat. and C. indicum L. flowers were 

obtained by soaking in 95% ethanol at room temperature for 3 days, while the crude extracts 
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from ultrasonic techniques were obtained by ultrasonicated in 95% ethanol for 30 min at 

room temperature. 

The extract solutions were filtered through filter paper (Whatman No.4), the residue 

was re-extracted twice, and then the combined extracts were evaporated by using rotary 

evaporator (Eyela/CCA-1110) and dried using a freezer dryer (LABCONCO/7960032). The 

obtained dry extracts were stored in a dark place at 4 ℃ until further analysis. 

UV-Vis Spectroscopy 

The C. indicum L. and C. morifolium Ramat. extracts were prepared at concentration 

0.1 and 0.05 mg/mL. The C. indicum L. and C. morifolium Ramat. sample solutions were 

scanned at a wavelength of 200-800 nm (Biochrom Libra S80 UV-vis spectrophotometer). 

Methanol was used as a solvent. 

Determination of Total Phenolic Content by Folin-Ciocalteu Assay 

Total phenolic content of the extracts was determined by Folin-ciocalteu assay. The 

extract was prepared in two-fold dilution series and then incubated with Folin-ciocalteu 

reagent and 7.5% sodium carbonate in dark condition for 30 min. The absorbance was 

measured by a spectrophotometer at 750 nm (Biochrom Libra S80 UV-vis 

spectrophotometer). Gallic acid was used as a standard and the result shown as mg/g Gallic 

acid equivalent, GAE.9  

Determination of Antioxidant Activity by DPPH Radical Scavenging Method 

The antioxidant activity of the extracts was evaluated by the free radical DPPH (1, 

1-diphenyl-2-picrylhydrazyl) assay.10 Two-fold dilution series of the extract was mixed 

individually with 0.2 mM DPPH. The reactions were incubated in dark area for 30 min, and 

then measured at 517 nm by a spectrophotometer (Biochrom Libra S80 UV-Vis 

spectrophotometer). One hundred microliters of the extract mixed in DPPH solution was used 

as a control, and ascorbic acid was used as a standard. 

Formulation 

The components of the 5 formulas are presented in Table1. Percentage of extract 

referred from Choi (2015).11 

  

Table 1. The formulation for serum products 

Phase Ingredients Formula (%w/w) Function 

1 2 3 4 5 

A Distilled Water 86.76 86.65 86.65 86.65 86.65 Diluent 

Polyacrylate 

Crosspolymer-11 

0.6 0.6 0.6 0.6 0.6 Thickener 

Hydroxyethylcellulose 0.1 0.1 0.1 0.1 0.1 Thickener 

EDTA (tetrasodium 

ethylenediaminetetraacet

ic acid tetrasodium salt) 

0.1 0.1 0.1 0.1 0.1 Stabilizer 

B dl-panthenol 1 1 1 1 1 Humectant 

C Sodium hyaluronic acid 0.2 0.2 0.2 0.2 0.2 Humectant 

D PEG-12 Dimethicone 2.5 2.5 2.5 2.5 2.5 Solubilizer 

E Aloe Vera extract 3 3 3 3 3 Humectant  

F Polysorbate 80 4.5 4.5 4.5 4.5 4.5 Solvent 

 Extract* - 0.5 0.5 0.5 0.5 Active 

ingredient 
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Table 1. The formulation for serum products (Continue) 

Phase Ingredients Formula (%w/w)* Function 

1 2 3 4 5 

G Phenoxyethanol 0.8 0.8 0.8 0.8 0.8 Preservative 

H Triethanolamine 0.05 0.05 0.05 0.05 0.05 pH Adjuster 

I CI42090 

 

0.09 - - - - Coloring 

agent 

CI17200 0.28 - - - - Coloring 

agent 

 
*Extracts.  

Formula 1: Base formula, Formula 2: C. morifolium Ramat. by maceration technique, Formula 3: C. 

morifolium Ramat. by ultrasonic extraction, Formula 4: C. indicum L. by maceration technique, Formula 5: 

C. indicum L. by ultrasonic extraction. 

 

Preparation 

An aqueous phase was prepared by dispersing the hydorxyethylcelllulose and 

polyacrylate crosspolymer-11 into distilled water and continuously stirring in a water bath at 

70 °C until homogenization. Subsequently, add the dl-panthenol, sodium hyaluronic acid, and 

PEG-12 dimethicone when it cools down at 50 °C with continuous stirring until 

homogenization. The aloe vera and Chrysanthemum extracts were suspended in polysorbate 

80, and phenoxyethanol was added to the mixture when the system was cooled down at 45 °C 

with continuous stirring until homogenization. Finally, adjust the pH to 5.5 by using 

triethanolamine. The formula's color was adjusted using CI47005 and CI42090, respectively. 

Stability test 

Physical analysis 

The obtained emulsions: the serum formulas and serum based, were submitted to 

determine of organoleptic (homogeneity, color, odor, spread ability) and physical (phase 

separation and creaming) analysis.12   

Centrifugation tests 

The centrifugation tests were performed by placing 1 gram of sample in the 

centrifugal tube under the conditions at 5000 rpm and 25 C for 20 minutes.  The samples 

were tested directly alter preparation, and repeated after 1 day 7 days, 14 days, 21 days and 

28 days of storage.12   

Cycle testing 

The six cycles between refrigerator temperature (4 °C) and accelerated temperature 

(40 °C) with storage at each temperature for 24 hours and were evaluated for physical 

parameters like color, odor, pH, consistency and spread ability.12 

pH determination 

The pH value of cosmetic formulations stored at different conditions was determined 

using a digital pH Meter. The pH tests were repeated for multiple cosmetic formulations.12  

Colorimetric analysis 

The observation of the color change of the emulsion was carried out using the 

reflection principle.  From a colorimeter (HunterLab/UltraScan) based on CIE, which has the 

following parameters: L* indicates the brightness index in grayscale between black and white 

is in the range 0-100, the color coordinate was a* b*, where the parameter a* takes positive 

values for red and negative values for green, while parameter b* uses positive values for 

yellow and negative values for blue.13 
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Preference test 

The preference was tested based on sensory evaluation such as color, smell, texture, 

ability to absorb, spread ability, moisture, feeling during use and feeling after use for 5 min. 

All 5 formulas were presented to the panelists, a total of 34 people, to assess the satisfaction 

with the product in the specified parameters. The level of preference was collected using 

numerical scale as follow: 5 = extremely like, 4 = like, 3 = neutral, 2 = dislike, 1 = extremely 

dislike.14 

Statistics analysis 

DPPH radical scavenging activity assay was performed in triplicate. The results are 

expressed as the mean ± standard deviation (SD). The statistical analysis was performed by 

using pair t-test to determine difference of the test sample at before and after of observation 

and at all storage conditions. Statistically, a significant difference was considered at a p value 

of less than 0.05. 

 

Results and Discussion: 

UV-Vis spectrophotometer 

The UV-vis spectrophotometer was used to determine the spectrum profile of all 

extracts. The spectrum of chrysanthemum extracts was recorded in a range of 200 - 800 nm. 

The analysis showed that both extraction methods had a spectra curve over the same 

wavelength range as shown in Figure 2. All extracts showed maximum peaks at UV range in 

between 216-224 nm and 321-333 nm which indicated the characteristic of phenolic and 

terpenoids compounds.15,16  

 

 
Figure 2. The UV-vis spectra of C. indicum L. extracted by maceration (CIM) and ultrasonic 

(CIS) and C. morifolium Ramat. extracted by maceration (CMC) and ultrasonic (CMS). 

 

FTIR analysis 

The FTIR results from C. morifolium Ramat. and C. indicum L. extract are shown in 

Figure 3. The absorption spectrum of all 4 extracts (C. indicum L. and C. morifolium Ramat. 

extracted by maceration, and C. morifolium Ramat. and C. indicum L. extracted by ultrasonic 

techniques) consisted of C-O-C group were indicated by the presence of a strong absorption 

bands at 1049, 1046, 1051 and 1048 cm-1. The peak at 3358, 3350, 3332 and 3342 cm-1 

resulted from the presence of hydroxyl compound. The peak between 2923-2924, 2853-2855 

and 776-817 cm-1 resulted from presence of methyl group. The peak at 1732, 1730, 1729 and 

1731 cm-1 resulted from the presence of carbonyl compounds. The peak between 1604-1634 

cm-1 resulted from the presence of diketone. The peak between 1451-1458 cm-1 resulted from 

presence of phenol ring (aromatic ring). The peak at 1375, 1376, 1376 and 1374 cm-1 resulted 
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from presence of C-O bending. The halogen compound attributed the bands between 494.27-

717.03 cm-1.17  

 

 
 

Figure 3. The absorption spectrum of C. indicum L. extract by maceration (top line), C. 

morifolium Ramat. extract by maceration (2nd from top line), C. morifolium Ramat. extract by 

ultrasonic (3rd from top line), and C. indicum L. extract by ultrasonic techniques (bottom 

line). 

 

Extraction yield, total phenolic content and antioxidant activity by DPPH assay  

The percentage yield of chrysanthemum extracted by maceration and ultrasonic were 

given in Table 2.  

 

Table 2. Extraction yield, total phenolic content and DPPH radical scavenging activity of C. 

morifolium Ramat. and C. indicum L. as extracted by different extraction techniques. 

Plant Materials Extraction 

methods 

Extraction 

yield (%) 

Total Phenolic 

Content 

µg GAE/ mg 

sample (±S.D.) 

DPPH Radical 

Scavenging 

Activity (IC50) 

(mg/mL) 

C. morifolium Ramat. Maceration 15.05 76.39±0.07 0.128 

C. morifolium Ramat. Ultrasonic  19.37 54.97±0.07 0.069 

C. indicum L. Maceration 21.66 59.22±0.04 0.111 

C. indicum L. Ultrasonic 16.47 68.36±0.06 0.103 

Ascorbic acid - - - 0.028 

 

         

The percentage yield of C. morifolium Ramat. extracted by maceration technique 

and ultrasonic technique were found to be 15.05% and 19.37, respectively. The percentage 

yield of C. indicum L. extracted by maceration technique and ultrasonic technique were 

found to be 21.66 and 16.47% respectively. The research found that C. morifolium Ramat.  

and extracted by maceration and ultrasonic techniques were 76.39±0.07 and 54.97±0.07µg 

GAE/mg sample of total phenolic content, respectively. The C. indicum L. extracted C. 

indicum L. 59.22±0.04 and 68.36±0.0607µg GAE/mg sample of total phenolic content, 
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respectively. The gallic acid was used as standard phenolic compound (y = 110.28x + 0.0044, 

R2 = 0.9998). The free radical scavenging activities were assayed by using the stable DPPH 

radical. The ascorbic acid (IC50 = 0.028 mg/mL) was used as the reference antioxidant 

compound (y = 1587.2x+6.3002, R2 = 0.9994). The observed IC50 values of C. morifolium 

Ramat. and C. morifolium Ramat. extracted by maceration and ultrasonic techniques were 

0.128, 0.069, 0.111, and 0.103, respectively.  

Accelerated Stability evaluation 

Physical stability test included measurement of pH, color, viscosity, and separation 

of products. These characteristics were observed at 4±2 °C and 40±2 °C for 12 days or 6 

cycles. 

The accelerated stability centrifugation was test under the conditions at 5000 rpm 

and 25 °C for 20 minutes. No phase separation after centrifugation was found in the tested 

formulations kept neither at 4±2 °C and 40±2 °C, during the entire period of study, which 

means that all formulas are stable. 

 

Table 3.  Results of L* a* b* color space parameters determination before and after an 

accelerated stability studies. 

Formulas* 
Before After 

ΔE 
L* a* b* L* a* b* 

Formula 1 21.58 -0.21 1.11 21.56 -0.21 1.10 0.96 

Formula 2 19.71 -0.41 0.80 19.74 -0.41 0.80 1.12 

Formula 3 19.22 -0.33 0.25 19.21 -0.33 0.24 0.24 

Formula 4 17.64 -0.37 1.52 17.62 -0.37 1.54 0.95 

Formula 5 

 

 

18.87 

 

-0.47 

 

1.76 

 

18.85 

 

-0.46 

 

1.77 

 

1.64 

 

  

*Formula 1: Base formula, Formula 2: C. morifolium Ramat. by maceration technique, Formula 3: C. 

morifolium Ramat. by ultrasonic extraction, Formula 4: C. indicum L. by maceration technique, Formula 5: 

C. indicum L. by ultrasonic extraction. 

 

Colorimetry evaluation 

Color was evaluated with a colorimeter and results were expressed according to the 

color space CIE L*a*b*. The three coordinates represent the lightness of the color (L*), its 

position between red and green (a*), its position between yellow and blue (b*), and ΔE 

represents the color difference of L*, a* and b* before and after the period. After 6 cycles: 

formulas 1-5 exhibited significant change in lightness (p < 0.05); formulas 1, 2, and 4 did not 

show statistically significant change in green color (a*) (p>0.05) while formulas 3 and 5 

significantly change in the green color (a*) (p < 0.05); the formulas 1, 3, and 4 did not show 

statistically significant change in the yellow color (b*) (p>0.05) while formulas 2 and 5 

significantly change in yellow color (b*) (p < 0.05). The ΔE values of the serum contained 

the extracts of C. morifolium Ramat. (ΔE = 1.12) from maceration technique and of the C. 

indicum L. from ultrasonic technique (ΔE = 1.64) indicated that only an experienced observer 

can notice the difference between these two serum products.18  

pH determination  
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The pH was determined using a digital pH meter. All formulas 1-5 had pH values in 

the range between 4.75 - 5.00 and did not show statistically significant change after 6 cycles 

(p > 0.05) except formula 3 exhibited a pH value of significant change after 6 cycles 

(p<0.05). The pH value of formula 3 represents an acceptable range indicating that the skin 

serum should be in the range of 4.1-6.7.19,20 Therefore, all formulas 1-5 exhibited stability 

after acerated test 6 cycles. 

Viscosity evaluation 

Viscosity determinations were performed using a spindle number 4, at shear rate 200 

rpm. Temperature was kept constant at 25 °C. All serums were equilibrated at room 

temperature on the plate for 15 seconds prior to viscosity measurement. The result showed 

that base formula had highest viscosity, and the serum formula contained extracts (1-5) 

shown lower viscosity than base formula. All serum formulas exhibited significantly change 

viscosity with time after 6 cycles (p < 0.05).  

 

 

 

 

 

 

 

 

 

 

 

          (A)                                                                  (B) 

Figure 4. pH value of formulas 1-5 (A) and rheological behavior of formulas 1-5 (B). 

 

Preference test 

The evaluation was based on questionnaires regarding the sensory characteristics 

such as color, smell, texture, drying time, spread ability, moisture feeling after test, feeling 

after use, where each property had a defined hedonic scale, and each number corresponded to 

a specific descriptor. The satisfaction analysis of the five formulations performed by 34 

volunteers was summarized in Figure 5. 

 

 
Figure 5. The satisfaction of formulas 1-5. 

 

Formula 1 received the highest score regarding color, texture, spread ability, and 

feeling after use. Formula 3 had the highest score in terms of feeling during use. Formula 4 

received the highest score for time of drying, and Formula 5 received the highest score for 

smell and moisture. The overall scoring of 5 formulas, all formulas exhibited in good 

condition except the color of the formula 2-5 according to the color of extracts. 
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Conclusions: 

The results showed that the different extraction methods and species provide the 

results differently. The maceration technique showed an extraction yield higher than the 

ultrasonic technique for all extracts. Both C. indicthe um L. and C. morifolium Ramat. 

extracted by maceration exhibited the highest total phenolic content. The C. morifolium 

Ramat. extracted by ultrasonic exhibited the highest inhibition activity of DPPH radical 

scavenging activity. All formulas 2-5 contained the extracts CMM, MS, CIM, and CIS 

exhibited stability when determined under accelerated test. These studies suggest that all 

extracts could be used as active ingredients. A further suggestion is to study the safety and 

efficacy of these ingredients using volunteers. 
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Abstract:  

Heavy metals can cause harm to the human body when exposed in excess doses 

through the skin, inhalation, or digestion. Among various metal ion detection techniques, 

fluorescent sensors are reliable for measuring metal ions. Quinoline is a heterocyclic 

compound that has the ability to bind to specific metal ions like Zn2+, Cd2+, Co2+
, etc., and at 

the same time can also serve as a practical fluorophore unit. The thiazoline unit, in particular, 

has been noted for its specific binding to Hg2+, resulting in turn-on type sensing. Therefore, 

our project aims to design, synthesize, and evaluate fluorescent sensor, 8-TQ1, by 

incorporating an aminoquinoline derivative with a thiazoline unit. 8-QT1 was successfully 

synthesized by SN2 alkylation with 2-bromoethanol followed by Mitsunobu reaction with 2-

thiazoline-2-thiol unit. Interestingly, 8-TQ1 selectively exhibits instantaneous fluorescence 

quenching by Cu2+ with an emissive change from bright yellow to arctic blue under UV light 

irradiation (365 nm). We propose that the probe could be useful in applications for heavy 

metal detection in the environment. Detailed results such as the photophysical properties, 

interference experiment, mechanistic studies, and tests with real samples, etc., will be 

presented. 
 

Introduction:  

Contamination by metal ions has become a pressing environmental concern, posing 

significant threats to ecosystems and human health over the past century. These metal ions, 

known for their toxicity and non-biodegradability, can infiltrate the human body through air, 

food, water, or skin absorption, disrupting normal concentrations of essential minerals such as 

Zn, Mg, Ca, and Cu, and adversely affecting organ system function.1 The harmful impact of 

metal ions stems from their capacity for binding with protein sites, displacing essential 

metals, accumulating in the body, and ultimately causing harm. The resulting detrimental 

effects, particularly beyond biologically safe concentrations, often target the nervous system, 

kidney/liver functions, and hard tissues such as bones and teeth. 2,3,4 

To accurately assess metal ion contamination in drinking water, traditionally, large, 

sophisticated, and costly lab-based techniques such as atomic absorption spectrometry 

(AAS)5, mass spectrometry (MS)6, inductively coupled plasma MS (ICP-MS)7, atomic 

emission spectrometry (AES)8, and X-ray fluorescence (XRF)9 are required for trace metal 

analysis. However, among these methods, fluorescent chemosensors offer a standout solution, 

providing a convenient, affordable, and reliable approach for determining metal ions even at 

very low concentrations. 

Quinoline, belonging to the class of heterocyclic compounds, forms fluorescent 

complexes with metal ions and is particularly intriguing. It serves as a standard green 

emissive material for Organic Light-Emitting Diodes (devices) or OLEDs, with its 

derivatives being vital fluorescent sensors for detecting metal ions. Quinoline derivatives 
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have been synthetically developed for the detection of various metal ions in our lab10, 11, 12, 

and also widely applied as a heavy metal sensing such as Zn2+, Cd2+, Co2+, etc.,13, 14, 15 

The thiazoline unit, in particular, has been noted for its specific binding to Hg2+, resulting 

in turn-on type sensing.16 In 2019, Wang and colleagues reported the selective copper(II) ion 

thiazolinyl pyrene sensor , as fluorescence response to Cu2+ has revealed the selective “Turn-

on” sensing.17 Therefore, our project aims to synthesize a new fluorescent probe by 

incorporating an aminoquinoline derivative with a thiazoline unit. We anticipate that the 

heteroatoms within the thiazoline unit, especially sulfur atoms, will confer selectivity to metal 

ions. 

 

Methodology:  

1. Materials and instruments 

Reagents were purchased from Sigma-Aldrich Company, Merck Company, Tokyo 

Chemical Industry, and these were used without further purification: 8-aminoquinoline, 2-

thiazoline-2-thiol, pyridine, 1,1′-(azodicarbonyl)dipiperidine (ADDP), 2-Bromoethanol, 

tributylphosphine (PBu3), potassium carbonate (K2CO3), potassium iodide (KI), anhydrous 

sodium sulfate, sodium chloride, ammonium chloride, Anhydrous solvents used in the 

synthesis process of all compounds include tetrahydrofuran (THF), and acetonitrile (MeCN). 

Commercial-grade solvents used for extraction and chromatography include chloroform 

(CHCl3), dichloromethane (CH2Cl2), ethyl acetate (EtOAc), and hexane (Hex). Deionized 

water was used in all extraction procedures. Column chromatography was executed on 

Wakogel® silica gel C-200 for a glass column, and on Biotage® Sfar silica High Capacity Duo 

for an auto column. Solvents used for the study of photophysical properties include Milli-Q 

water, MeCN, THF, ethanol (EtOH), and dimethyl sulfoxide (DMSO). Milli-Q water was 

used to prepare the stock metal ions for UV–Vis and fluorescence experiments. The stock 

solutions of all ligands were prepared in DMSO. Metal ions were prepared from their 

commercially available nitrate salts; exceptions to this procedure include potassium, 

magnesium, iron(II), mercury(II), and lead(II), which were in the form of acetate salts in 

deionized water (Milli-Q). The 1H and 13C NMR spectra were carried out by a 500 MHz 

NMR spectrometer (JEOL Company) at 500 MHz and 126 MHz, respectively. The UV–vis 

and fluorescence spectra were recorded on a UV-2250 UV−vis spectrophotometer 

(SHIMADZU) and a Cary Eclipse fluorescence spectrophotometer (Agilent Technologies) in 

a quart cell with 1 cm path length at 25 °C, respectively. High-resolution mass spectra were 

obtained from a JEOL AccuTof LC-plus (JMS-T100LP) spectrometer. 

2. Synthesis 

2.1 Synthesis of 8-QH  

8-Aminoquinoline (500 mg, 3.47 mmol), 2-bromoethanol (1230 µL, 17.4 mmol), KI 

(58.1 mg, 0.35 mmol) and K2CO3 (1,439 mg, 10.4 mmol) were mixed in MeCN (10 mL). 

Then, the mixture was stirred at reflux temperature for 48 h. The mixture was filtered to 

remove K2CO3 and concentrated under reduced pressure. The obtained residue was 

redissolved in CH2Cl2 and extracted 3 times with saturated NH4Cl. The organic fraction was 

combined and dried over anhydrous Na2SO4. The resulting solution was then concentrated 

under reduced pressure. The column chromatography was conducted with gradient eluent 

from 0-60% EtOAc/hexanes to afford a brown oil of 8-QH in 40% yield. 

2-(Quinolin-8-ylamino)ethan-1-ol (8-QH);  
1H NMR (500 MHz, CDCl3) δ 8.7 (dd, J = 4.3, 1.7 Hz, 1H), 8.1 (dd, J = 8.3, 1.7 Hz, 1H), 7.4 

– 7.3 (m, 2H), 7.1 (d, J = 8.3 Hz, 1H), 6.7 (d, J = 7.7 Hz, 1H), 4.0 (t, J = 5.3 Hz, 2H), 3.5 (t, J 

= 5.3 Hz, 2H). 
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2.2 Synthesis of 8-TQ1  

PBu3 (262 µL, 1.07 mmol) and ADDP (268 mg, 1.07 mmol) were dispersed in THF (5 

mL). Then, 8-QH (100 mg, 0.53 mmol) and 2-thiazoline-2-thiol (126 mg, 1.07 mmol) were 

added, and the solution was refluxed for 2 days. After the reaction was completed, the 

reaction solution was evaporated to remove the solvent. The obtained residue was redissolved 

in CHCl3 and washed with saturated NH4Cl. The organic phase was dried over anhydrous 

Na2SO4 and evaporated under a vacuum. The crude product was purified by column 

chromatography to afford 8-TQ1 as a yellow solid with a 66% yield. 

N-(2-((4,5-Dihydrothiazol-2-yl)thio)ethyl)quinolin-8-amine (8-TQ1);  
1H NMR (500 MHz, CDCl3) δ 8.7 (dd, J = 4.3, 1.7 Hz, 1H), 8.1 (dd, J = 8.3, 2.0 Hz, 1H), 7.5 

– 7.4 (m, 2H), 7.1 (d, J = 7.2 Hz, 1H), 6.8 (d, J = 7.4 Hz, 1H), 4.3 (t, J = 8.0 Hz, 2H), 3.7 (t, J 

= 6.7 Hz, 2H), 3.5 – 3.4 (m, 4H). 

3. Preparing stock solutions of 8-TQ1, and metal ions 

Dimethyl sulfoxide (DMSO) was used to dissolve 8-TQ1 probes for the preparation 

of each 10 mM stock solution. There were 20 types of stock metal ions consisting of Li+, Na+, 

Ca2+, Sr2+, Ba2+, Al3+, Fe3+, Cr3+, Zn2+, Cd2+, Co2+, Cu2+, Ni2+, Mn2+, and Ag+ in the form of 

their nitrate salts: also, K+, Mg2+, Fe2+, Pb2+, and Hg2+. All salts were dissolved in Milli-Q 

water to produce 10 mM metal ion stock solutions. 

 

Results and Discussion:  

1. Synthesis of target probe (8-TQ1) 

In the synthesis of the 8-QT1 probe, 8-aminoquinoline was initially reacted with 2-

bromoethanol to afford 8-QH in a 40% yield. The hydroxyl group in 8-QH was then 

substituted by a 2-thiazoline-2-thiol unit under Mitsunobu conditions (Scheme 1) furnishing 

8-TQ1 with a 66% yield. 

 

 
 

Scheme 1. The synthetic scheme of 8-TQ1 

 

2. Spectroscopic properties of 8-TQ1 

The photophysical properties of 8-TQ1 measured in five different solvents: THF, 

MeCN, DMSO, EtOH, and Milli-Q water, are summarized in Table 1 and Figure 1. The UV–

Vis absorption spectra in each solvent showed peaks with maximum absorption wavelengths 

(λab) that ranged from 361 to 367 nm. The emission bands in all solvents were revealed in 

similar shapes with maximum emission wavelengths (λem) that ranged from 467 to 486 nm. 
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Table 1. Photophysical properties of 8-TQ1 

 
*Stoke shift comparison between the longer λab and λem 
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Figure 1. The normalized absorption and emission spectra of 8-TQ1 in various solvents at 

the concentration of 50 µM. 

 

3. Optical responses to Cu2+ 

Using a standard transilluminator under UV light irradiation at 365 nm, the sensing 

properties of 8-TQ1 were initially screened using only the naked eye for 20 metal ions in five 

types of media: THF, MeCN, DMSO, EtOH, and Milli-Q water (Figure 2). 8-TQ1, on the 

other hand, showed selective fluorescence quenching with Cu2+in DMSO and THF. The Cu2+ 

sensing was further optimized in THF, due to the much higher I₀/I value than in DMSO 

(Figure 3). To utilize this Cu2+ probe for applications in aqueous media, the influence of the 

water fraction was examined at 1, 3, 5, 10, and 20 % (v/v) in THF (Figure 4a). The 

fluorescence responses of 8-TQ1 in the presence of Cu2+ revealed that the emission intensity 

was decreased with increases in the water content. The reduction of fluorescence intensity 

was probably due to the ICT state formed after binding with Cu2+. Based on the results of the 

quenching ratio (I0/I) shown in Figure 4b, 1% water was chosen to be the optimal water 

fraction for this sensing system, because the fluorescence change could not be seen by the 

naked eye at a higher aqueous ratio. 
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Figure 2. 10 μM 8-TQ1 in the presence of 100 μM metal ion in various solvents 

 

0

2

4

6

8-TQ1+Cu(II) 100 uM in DMSO 8-TQ1+Cu(II) 100 uM in THF

I 0
/I

 
 

Figure 3. The quenching ratio of 8-TQ1+ Cu2+ in DMSO (486 nm) and THF (468 nm) 

 

Figure 4. (a) fluorescence spectra of 8-TQ1 + Cu2+ and (b) the quenching ratio (I0/I) in THF 

at various water fractions in the range of  0-20% (v/v).  
 

 The selectivity studies of 8-TQ1 with various metal ions were carried out under these 

optimized conditions. The extreme fluorescence quenching of 8-TQ1 with Cu2+ was 
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selectively observed at 468 nm (Figure 5a) with the quenching ratio (I0/I) around 5 folds 

(Figure 4b) along with a complete fading of the bright green fluorescence (Figure 5b). 

 
 

Figure 5. (a) Fluorescence responses of 8-TQ1 (10 µM) in the presence of various metal ions 

(100 µM) in THF : Milli-Q water (99 : 1) (λex =365 nm). (b) The photograph shows a 

fluorescence appearance under blacklight 

 

 The effects of the presence of other metal ions on the efficiency of Cu2+ detection by 

8-TQ1 were investigated using metal ions: Li+, Na+, K+, Mg2+, Ca2+, Sr2+, Ba2+, Al3+, Fe2+, 

Fe3+, Cr3+, Zn2+, Cd2+, Pb2+, Co2+, Ni2+, Hg2+, Ag+, and Mn2+( Figure 6.). The presence of 

additional metal ions did not significantly affect the fluorescence quenching of 8-TQ1 by 

Cu2+, except for Cr3+ and Mn2+. It can be assumed that these 2 metal ions are also capable of 

binding with 8-TQ1 but probably with a lower association constant. Therefore, the existence 

of their complexes in this sensing system could competitively disturb the Cu2+ detection 

resulting in the acceleration of the quenching effect. 
 

 
Figure 6. Fluorescence responses of a mixture of 8-QT1 (10 µM) and Cu2+(10 µM) in the 

presence of other metal ions (10 µM).  
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4. Sensing mechanism 

The UV–Vis titration of 8-TQ1 with various amounts of Cu2+ (Figure 7) showed that 

the absorption band at 361 nm gradually decreased, while the new band at 295 nm and 435 

nm gradually increased. An increase in Cu²⁺ concentration resulted in the fluorescent 

quenching of 8-TQ1 with two isosbestic points at 345 and 405 nm, suggesting a complex 

formation between 8-TQ1 and Cu2+. The band at 295 nm is, therefore, concluded to 

correspond to the characteristic absorption property of the 8-TQ1 Cu2+ complex. Conversely, 

the typical absorption band of the quinoline probe at 361 nm decreased. 

 

 
 

Figure 7. Absorption titration of 8-TQ1 (100 µM) with Cu2+ (0 – 3 equiv) 

 

3.4. Quantitative analysis of Cu2+ 

 The fluorescence titration of 8-TQ1 with various concentrations of Cu2+ was 

performed to obtain a calibration curve for quantitative analysis. The emission spectra of 8-

TQ1 were immediately recorded after the addition of Cu2+ and the decrease in fluorescence 

intensity was relatively dependent upon the increase in Cu2+(Figure 8a). 

 

The plot of I0/I against the Cu2+ concentrations provided a linear correlation in a range 

of from 0 to 5 µM with an R2= 0.9929 (Figure 8b). The limit of detection (LOD) for this 

Cu2+ sensing system was calculated to be 2.706 µM based on the 3σ/K equation (where σ is a 

3-fold standard deviation of the blank and K is the slope of the plot). 
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Figure 8. a) fluorescence titration of 8-TQ1 (10 µM) after the addition of 0 – 5.0 µM of 

Cu2+in 99:1 THF : Milli-Q water; and b) Calibration curve of I0/I plotted against Cu2+ 

concentrations. 

 

Conclusion:  

The novel fluorometric probe 8-TQ1, based on a thiazolinyl-quinoline structure, was 

successfully synthesized and demonstrated high selectivity for Cu²⁺ detection, with a 

fluorescence quenching response visible under UV light. The probe showed optimal 

performance in THF with 1% water, achieving a detection limit of 2.706 µM and a linear 

response up to 5 µM. Interference studies with various metal ions confirmed that 8-TQ1 

remained highly selective for Cu²⁺, with only interference from Cr³⁺ and Mn²⁺. These findings 

indicate that 8-TQ1 is a promising tool for practical applications in detecting copper 

contamination in environmental samples. 
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Abstract:  

Treatment of type 2 diabetes involves limiting postprandial hyperglycemia by 

reducing glucose uptake through the inhibition of -glucosidase. However, many drugs with 

this target cause side effects. Harmine, a compound from Peganum harmala, was considered 

for its medicinal and health benefits. Fourteen alkyl derivatives of harmine (1-14) were 

synthesized, characterized by spectroscopic means, and evaluated for their yeast α-

glucosidase inhibitory activity at 50 M. Certain derivatives revealed the remarkable activity 

in comparison to harmine. Compounds 9 and 14 exhibited IC50 13.8 and 12.1 M, 

respectively regarding that of acarbose, the standard drug, with IC50 836.0 μM. The kinetic 

study of these compounds was conducted further to investigate the interaction mechanism 

which revealed that both compounds were competitive inhibitors. This suggests that the 

derivatives bind to the active sites of enzyme and enhance its inhibitory activity, which might 

apply to diabetes treatment in the future. 

 

Introduction:  

Diabetes mellitus is a chronic disease marked by high blood sugar levels due to 

irregularities in glucose, lipid, and protein metabolism.1 α-Glucosidase in the small intestine 

converts carbohydrates into energy. Inhibitors can delay carbohydrate digestion, lowering 

blood glucose and insulin levels.2 However, acarbose, miglitol, and voglibose are the best 

commercial α-glucosidase inhibitors, but they have many side effects.3 Therefore, providing 

more potent, less toxic α-glucosidase inhibitors is required. 

Harmine is one of the major constituents of Peganum harmala, a plant grown in 

Central America, Asia, and Africa, Asian native people use it for psychological effects, 

pharmaceutical values, and as a dye.4 Harmine and its derivatives have been reported as 

bioactive compounds against acetylcholinesterase, lipoxygenase, and cancer. They are also 

used as antibacterial, antiviral, antiAlzheimer, and various pharmacological activities 

including cell cycle arrest, apoptosis induction, and inhibition of Plasmodium falciparum heat 

shock protein 90 (pfHsp90).5 This study aims to explore -glucosidase activity of harmine 

and its derivatives.  

 

Methodology:  

The general procedure for the synthesis of alkyl derivatives of harmine. 

The synthetic route for alkyl derivatives of harmine 1-14 is shown in Scheme 1 with 

their structures displaying in Table 1. A mixture of harmine (1 mmol) and halo-alkane (1 mmol) 

in DMF (10 mL) was stirred at room temperature.6 Thin-layer chromatography (TLC) was used 

to monitor the progress of the reaction. After the reaction was complete, water was added to the 

reaction mixture and extracted with EtOAc. The organic layer was dried over anhydrous 

Na2SO4, and the residue was chromatographed on silica gel column by a mixture of n-hexane 

and EtOAc to obtain desirable products. The structures of these compounds were characterized 

by using 1H and 13C NMR. 
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Scheme 1 General procedure for the synthesis of alkyl derivatives of harmine 

 

α-Glucosidase inhibition assay  

This activity was performed by the method described by Ramadhan and coworkers.7 

Briefly, α-glucosidase (0.1 U/mL) and substrate (1 mM p-nitrophenyl-α-D-glucopyranoside) 

were dissolved in 0.1 M phosphate buffer (pH 6.9). A 10 μL test sample was pre-incubated with 

α-glucosidase (40 μL) at 37o C for 10 min. A substrate solution (50 μL) was then added to the 

reaction mixture, incubated at 37o C for 20 min, and terminated by adding 1 M Na2CO3 solution 

(100 μL). Enzymatic activity was quantified by measuring the absorbance at 405 nm 

(ALLSHENG AMR-100 microplate reader). The percentage inhibition was calculated as 

follows: % Inhibition = [(A0-A1)/A0] x 100, where: A0 is the absorbance without the sample; A1 

is the absorbance with the sample. The IC50 value was deduced from the plot of %inhibition 

versus concentration of the test sample. Acarbose was used as standard control, and the 

experiment was performed in triplicate. 

 

Results and Discussion:  

Isolation of harmine from harmal seeds 

 The isolation of harmine from Peganum harmala seeds was performed using an acid-

base extraction method. Initially, from 200 g of harmal seeds, 2 g of harmine was obtained and 

its identity was confirmed from 1H and 13C spectra. 

Harmine: 7-methoxy-1-methyl-9H-pyrido[3,4-b]indole 
1H NMR (500 MHz, CD3OD): δH 8.07 (d, J = 5.4 Hz, 1H), 7.95 (d, J = 8.9 Hz, 1H), 7.77 (d, J 

= 5.5 Hz, 1H), 7.01 (d, J = 2.3 Hz, 1H), 6.83 (dd, J = 8.6, 2.3 Hz, 1H), 3.88 (s, 3H), 2.74 (s, 

3H). 13C NMR (126 MHz, CD3OD): δC 161.2, 136.7, 122.1, 120.3, 117.1, 111.9, 111.0, 

109.5, 94.0, 93.9, 54.5, 46.9, 22.9, 19.0. 

 

The synthesis of harmine derivatives 

Compound 1: 7-methoxy-1,9-dimethyl-9H-pyrido[3,4-b]indole 
1H NMR (500 MHz, CD3OD): δH 8.25 (d, J = 5.4 Hz, 1H), 7.97 (d, J = 8.6 Hz, 1H), 7.74 (d, J 

= 5.4 Hz, 1H), 6.90 (dd, J = 8.6, 2.3 Hz, 1H), 6.84 (d, J = 2.3 Hz, 1H), 4.09 (s, 4H), 3.95 (s, 

4H), 3.09 (s, 4H).13C NMR (126 MHz, CD3OD): δC 161.4, 144.2, 140.4, 137.0, 135.8, 129.8, 

122.6, 114.7, 112.5, 109.5, 92.9, 55.8, 32.4, 22.7. Isolated yield: 70% 

Compound 2: 9-ethyl-7-methoxy-1-methyl-9H-pyrido[3,4-b]indole 
1H NMR (500 MHz, CDCl3): δH 8.27 (d, J = 5.2 Hz, 1H), 7.98 (d, J = 8.6 Hz, 1H), 7.75 (d, J 

= 5.2 Hz, 1H), 6.90 (dd, J = 8.6, 2.0 Hz, 1H), 6.86 (d, J = 2.0 Hz, 1H), 4.55 (q, J = 7.2 Hz, 

1H), 3.95 (s, 3H), 3.05 (s, 2H), 1.45 (t, J = 7.3 Hz, 2H). 13C NMR (126 MHz, CDCl3): δC 

161.2, 143.0, 140.2, 137.5, 135.0, 129.8, 122.6, 115.2, 112.5, 109.1, 93.1, 55.8, 39.6, 22.7, 

15.6. Isolated yield: 72% 

Compound 3: 9-butyl-7-methoxy-1-methyl-9H-pyrido[3,4-b]indole 

 1H NMR (500 MHz, CDCl3): δH 8.27 (d, J = 5.3 Hz, 1H), 7.98 (d, J = 8.6 Hz, 1H), 7.75 (d, J 

= 5.3 Hz, 1H), 6.89 (dd, J = 8.6, 2.1 Hz, 1H), 6.86 (d, J = 2.1 Hz, 1H), 4.50 – 4.42 (m, 1H), 

3.95 (s, 4H), 3.04 (s, 3H), 1.86 – 1.76 (m, 1H), 1.46 (dt, J = 15.2, 7.5 Hz, 1H), 0.98 (t, J = 7.4 

Hz, 3H). 13C NMR (126 MHz, CDCl3): δC 161.1, 143.4, 140.3, 137.5, 135.3, 129.7, 122.5, 

115.1, 112.4, 108.9, 93.5, 55.8, 44.8, 32.8, 22.9, 20.2, 14.2. Isolated yield: 68% 
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Compound 4: 9-hexyl-7-methoxy-1-methyl-9H-pyrido[3,4-b]indole 
1H NMR (500 MHz, CDCl3): δH 8.27 (d, J = 5.2 Hz, 1H), 7.97 (d, J = 8.5 Hz, 1H), 7.73 (d, J 

= 5.2 Hz, 1H), 6.88 (dd, J = 8.5, 2.1 Hz, 1H), 6.85 (d, J = 2.1 Hz, 1H), 4.54 – 4.38 (m, 1H), 

3.95 (s, 2H), 3.01 (s, 2H), 1.82 (p, J = 7.7 Hz, 2H), 1.43 (tt, J = 11.6, 6.3 Hz, 2H), 1.38 – 1.28 

(m, 3H), 0.89 (t, J = 6.8 Hz, 2H).13C NMR (126 MHz, CDCl3): δC 160.9, 143.1, 140.6, 138.2, 

135.4, 129.4, 122.4, 115.3, 112.3, 108.6, 93.5, 55.7, 45.0, 31.6, 30.6, 26.6, 23.4, 22.6, 14.0. 

Isolated yield: 75% 

 Compound 5: 7-methoxy-1-methyl-9-octyl-9H-pyrido[3,4-b]indole 
1H NMR (500 MHz, CDCl3): δ 8.26 (d, J = 5.2 Hz, 1H), 7.96 (d, J = 8.5 Hz, 1H), 7.72 (d, J = 

5.2 Hz, 1H), 6.87 (dd, J = 8.6, 2.3 Hz, 1H), 6.84 (d, J = 2.2 Hz, 1H), 4.49 – 4.38 (m, 2H), 

3.94 (s, 3H), 3.00 (s, 3H), 1.89 – 1.77 (m, 3H), 1.48 – 1.29 (m, 5H), 1.24 (s, 13H), 0.86 (t, J = 

6.9 Hz, 3H).13C NMR (126 MHz, CDCl3): δC 160.7, 142.9, 140.4, 137.9, 135.1, 129.2, 122.2, 

115.0, 112.1, 108.4, 93.3, 55.5, 44.8, 31.6, 30.4, 29.2, 29.0, 26.7, 23.1, 22.4, 13.9. Isolated 

yield: 77% 

Compound 6: 9-dodecyl-7-methoxy-1-methyl-9H-pyrido[3,4-b]indole 
1H NMR (500 MHz, CDCl3): δH 8.26 (d, J = 5.2 Hz, 1H), 7.96 (d, J = 8.5 Hz, 1H), 7.72 (d, J 

= 5.2 Hz, 1H), 6.87 (dd, J = 8.6, 2.3 Hz, 1H), 6.84 (d, J = 2.2 Hz, 1H), 4.47 – 4.41 (m, 2H), 

3.94 (s, 3H), 3.00 (s, 3H), 1.86 – 1.77 (m, 3H), 1.45 – 1.31 (m, 4H), 1.24 (s, 14H), 0.86 (t, J = 

6.9 Hz, 3H).13C NMR (126 MHz, CDCl3): δC 160.9, 143.1, 140.6, 138.2, 135.4, 129.4, 122.4, 

115.3, 112.3, 108.6, 93.5, 55.7, 45.0, 31.9, 30.6, 29.7, 29.6, 29.6, 29.4, 29.4, 27.0, 23.4, 22.7, 

14.2. Isolated yield: 65% 

 Compound 7: 9-hexadecyl-7-methoxy-1-methyl-9H-pyrido[3,4-b]indole 
1H NMR (500 MHz, CDCl3): δH 8.28 (d, J = 5.2 Hz, 1H), 7.98 (d, J = 8.6 Hz, 1H), 7.77 (d, J 

= 5.4 Hz, 1H), 6.90 (dd, J = 8.6, 2.0 Hz, 1H), 6.85 (d, J = 2.0 Hz, 1H), 4.46 – 4.42 (m, 2H), 

3.95 (s, 3H), 3.05 (s, 3H), 1.82 (p, J = 7.7 Hz, 2H), 1.42 (p, J = 6.9 Hz, 2H), 1.37 – 1.32 (m, 

2H), 1.24 (s, 22H), 0.87 (t, J = 6.9 Hz, 3H). 13C NMR (126 MHz, CDCl3): δC 160.9, 143.1, 

140.6, 138.2, 135.4, 129.4, 122.4, 115.3, 112.3, 108.6, 93.5, 55.7, 45.0, 32.0, 30.6, 29.7, 29.7, 

29.7, 29.6, 29.6, 29.4, 27.0, 23.4, 22.7, 14.2. Isolated yield: 78% 

Compound 8: 9-(4-bromobutyl)-7-methoxy-1-methyl-9H-pyrido[3,4-b]indole 
1H NMR (500 MHz, CDCl3) δ 8.27 (d, J = 5.2 Hz, 1H), 7.97 (d, J = 8.5 Hz, 1H), 7.73 (d, J = 

5.3 Hz, 1H), 6.92 – 6.85 (m, 2H), 4.50 (t, J = 7.4 Hz, 2H), 3.95 (s, 3H), 3.42 (t, J = 6.1 Hz, 

2H), 3.01 (s, 3H), 2.05 – 1.92 (m, 4H). 13C NMR (126 MHz, CDCl3): δC 161.1, 143.1, 140.4, 

138.2, 135.2, 129.7, 122.6, 115.2, 112.4, 109.0, 93.4, 55.8, 44.0, 32.9, 29.8, 29.1, 23.3. 

Isolated yield: 66% 

Compound 9: 9-(6-bromohexyl)-7-methoxy-1-methyl-9H-pyrido[3,4-b]indole 
1H NMR (500 MHz, CDCl3): δH 8.27 (d, J = 5.3, 1.2 Hz, 1H), 7.98 (d, J = 8.6, 1.2 Hz, 1H), 

7.75 (d, J = 5.2 Hz, 1H), 6.89 (dd, J = 8.7, 1.7 Hz, 1H), 6.84 (d, J = 1.5 Hz, 1H), 4.46 (t, J = 

7.8 Hz, 2H), 3.95 (s, J = 1.4 Hz, 3H), 3.38 (t, J = 6.6, 1.2 Hz, 2H), 3.02 (s, J = 1.1 Hz, 3H), 

1.89 – 1.78 (m, 10H), 1.55 – 1.40 (m, 4H). 13C NMR (126 MHz, CDCl3): δC 161.0, 143.2, 

140.5, 138.0, 135.3, 129.6, 122.5, 115.3, 112.4, 108.8, 93.4, 55.8, 44.8, 33.4, 30.0, 29.8, 26.1, 

23.2, 14.2. Isolated yield: 72% 

Compound 10: 9-(8-bromooctyl)-7-methoxy-1-methyl-9H-pyrido[3,4-b]indole 
1H NMR (500 MHz, CDCl3): δ 8.25 (d, J = 5.2 Hz, 1H), 7.96 (d, J = 8.6 Hz, 1H), 6.87 (dd, J 

= 8.6, 2.2 Hz, 1H), 6.84 (d, J = 2.2 Hz, 1H), 4.48 – 4.39 (m, 2H), 3.94 (s, 3H), 3.38 (t, J = 6.8 

Hz, 2H), 3.00 (s, 3H), 1.88 – 1.75 (m, 4H), 1.46 – 1.21 (m, 7H). 13C NMR (126 MHz, 

CDCl3): δC 161.0, 143.2, 140.5, 138.0, 135.3, 129.6, 122.5, 115.3, 112.4, 108.8, 93.4, 55.8, 

44.8, 33.4, 30.0, 29.8, 26.1, 23.2, 14.2. Isolated yield: 78% 
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Compound 11: 9-benzyl-7-methoxy-9H-pyrido[3,4-b]indole 
1H NMR (500 MHz, CDCl3): δH 8.31 (d, J = 5.3 Hz, 1H), 8.03 (d, J = 8.6 Hz, 1H), 7.81 (d, J 

= 5.3 Hz, 1H), 7.28 (dd, J = 13.2, 5.7 Hz, 3H), 7.00 (d, J = 6.5 Hz, 2H), 6.92 (dd, J = 8.7, 2.1 

Hz, 1H), 6.77 (d, J = 2.3 Hz, 1H), 5.73 (s, 2H), 2.86 (s, 3H).13C NMR (126 MHz, CDCl3): δC 

161.4, 143.9, 140.7, 137.9, 137.8, 135.7, 129.9, 129.1, 127.7, 125.5, 122.6, 115.1, 112.5, 

109.7, 93.4, 55.7, 48.3, 22.5. Isolated yield: 69% 

 Compound 12: 7-methoxy-9-phenethyl-9H-pyrido[3,4-b]indole 

 1H NMR (500 MHz, CDCl3): δH 8.29 (s, 1H), 7.98 (d, J = 8.6 Hz, 2H), 7.76 (d, J = 5.3 Hz, 

2H), 7.30 – 7.26 (m, 4H), 7.26 – 7.22 (m, 1H), 7.16 – 7.12 (m, 3H), 6.89 (dd, J = 8.7, 2.2 Hz, 

1H), 6.74 (d, J = 2.2 Hz, 2H), 4.74 – 4.68 (t, 3H), 3.89 (s, 5H), 3.15 – 3.06 (t, 3H), 3.03 (s, 

5H). 13C NMR (126 MHz, CDCl3): δC 161.0, 143.1, 140.5, 138.0, 135.3, 129.7, 128.8, 127.0, 

122.5, 115.2, 112.48, 109.1, 93.4, 55.7, 46.6, 36.9, 23.2. Isolated yield: 70% 

Compound 13: 7-methoxy-9-(3-phenylpropyl)-9H-pyrido[3,4-b]indole 
1H NMR (500 MHz, CDCl3): δH 8.27 (d, J = 5.2 Hz, 1H), 7.95 (d, J = 8.6 Hz, 1H), 7.72 (d, J 

= 5.2 Hz, 1H), 7.36 – 7.27 (m, 1H), 7.22 (dt, J = 8.0, 1.8 Hz, 2H), 6.86 (dd, J = 8.6, 2.2 Hz, 

1H), 6.64 (d, J = 2.1 Hz, 1H), 4.50 – 4.38 (m, 2H), 3.85 (s, 3H), 2.90 (s, 3H), 2.77 (t, J = 7.3 

Hz, 2H), 2.32 – 2.09 (m, 2H). 13C NMR (126 MHz, CDCl3): δC 160.9, 143.0, 140.7, 140.6, 

138.2, 135.3, 129.5, 128.7, 128.4, 126.4, 122.4, 115.2, 112.3, 109.1, 93.0, 55.7, 44.1, 33.0, 

31.8, 23.1. Isolated yield: 76% 

Compound 14: 7-methoxy-9-(4-phenylbutyl)-9H-pyrido[3,4-b]indole 
1H NMR (500 MHz, CDCl3): δH 8.27 (d, J = 5.2 Hz, 1H), 7.97 (d, J = 8.5 Hz, 1H), 7.73 (d, J 

= 5.3 Hz, 1H), 7.32 – 7.22 (m, 2H), 7.22 – 7.11 (m, 3H), 6.88 (dd, J = 8.6, 2.2 Hz, 1H), 6.81 

(d, J = 2.2 Hz, 1H), 4.50 – 4.42 (m, 2H), 3.92 (s, 2H), 2.97 (s, 2H), 2.66 (t, J = 7.5 Hz, 2H), 

1.93 – 1.79 (m, 4H), 1.76 (ddd, J = 8.8, 6.5, 1.6 Hz, 1H).13C NMR (126 MHz, CDCl3): δC 

160.9, 143.1, 141.6, 140.6, 138.2, 135.3, 129.4, 128.5, 128.4, 126.1, 122.4, 115.2, 112.3, 

108.7, 93.4, 55.8, 44.8, 35.5, 30.1, 28.5, 23.4. Isolated yield: 71% 

 

α-Glucosidase inhibitory activity 

As shown in Table 1, among alkyl derivatives of harmine (1-7), the inhibitory activity 

increased with the carbon chain length, it reached a maximum value at eight carbons, whereas 

the activity did not change even when the carbon chain reached twelve or sixteen. For 

compounds 8-9 with bromine at terminal, when the carbon chain increased from four to six 

the inhibition increased; however when the carbon chain increased up to eight in compound 

10, the activity dropped. Besides, compounds 11-14 containing the phenyl group at the 

terminal increased the activity, as the carbon chain increased. Compound 14 with a four-

carbon chain showed effective inhibition at 50 μM with IC50 value of 12.2 μM. These results 

aligned with the prior investigation by Rita et al. for synthesized chrysin alkyl derivatives.8 

With the increase in the carbon chain, the activity also increased. With six-carbon chain 

containing bromine at terminal, the inhibition achieved the highest inhibition at 96.22%. 

Table 1 indicates that varying carbon chain lengths showed a clear trend in the inhibitory 

activity reaching an optimal point with an eight-carbon chain. This suggested the 

hydrophobic interaction between the enzyme and the alkyl chain. The introduction of 

bromine at the terminal position in compounds 8-10 further enhanced the activity of 

compound 9 with a six-carbon chain and bromine at the terminal position significantly 

increased the activity indicating that bromine, being a heavier and more electronegative atom 

increased the interaction of the compound with the active sites. The addition of the phenyl at 

the terminal position in compounds 11-14 could also further increase the activity in which 

compound 14 showed better activity due to the ability of the phenyl group to engage in π-π 

interactions with the enzyme. 
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Table 1 α-Glucosidase inhibitory activity of alkyl derivatives of harmine. 

Compound % inhibition at 50 M IC50
a 

1 0 -b 

2 0 - 

3 0 - 

4 49.76 - 

5 60.00 - 

6 62.05 - 

7 60.80 - 

8 44.29 - 

9 96.22 13.780.87 

10 70.14 - 

11 0 - 

12 0 - 

13 63.30 - 

14 98.34 12.20±1.12 

Harmine  0 - 

Acarbose  817.386.3 

aIC50 value was expressed as mean ± SD from three independent experiments. 
bIC50 value was not tested if the inhibition rate was less than 50% at 50 μM. 

 

Kinetic Analysis of α-Glucosidase Inhibition by Harmine Derivatives 

 Compounds 9 and 14 were explored for their mode of action in inhibiting α-

glucosidase through kinetic analysis. The type of inhibition was determined using 

Lineweaver-Burk plots, as shown in Figure 1. The resulting plots for 1/V vs 1/[S] resulted in 

a group of straight lines that intersected the vertical axis. In addition, competitive inhibition 

was indicated by the constant Vmax and increased Km for 9 and 14. This demonstrated that all 

compounds could bind to the active site of α-glucosidase. The equilibrium constants (Ki) for 

both inhibitors were 27.65 and 34.37 μM, respectively. 
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Figure 1 Double reciprocal plot of inhibition kinetics of yeast -glucosidase by compounds 9 

and 14 

 

Conclusion:  

Fourteen harmine derivatives were successfully synthesized, characterized, and 

evaluated for α-glucosidase inhibitory activity. Increasing the carbon chain effectively 

increased the inhibitory activity. Compounds 9 and 14 were good α-glucosidase inhibitors 

with IC50 values of 13.8 and 12.2 M, respectively, which were better than inactive harmine. 

The kinetic study revealed that both compounds were competitive inhibitors. 
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Abstract:  

Kratom (Mitragyna speciosa Korth) has been traditionally used in Thailand for its 

therapeutic benefits, largely attributed to its alkaloid-rich profile. Thai red vein kratom is 

particularly notable for its high concentrations of mitragynine (up to 66%) and 7-

hydroxymitragynine (up to 2%), which are linked to its wound-healing and pain-relieving 

effects. This study aimed to develop an efficient extraction method to produce a cleaner crude 

extract and evaluate its antibacterial properties. A facile extraction process was employed, 

involving maceration with an ethanolic solution (25% ethanol: distilled water: 10% citric 

acid), followed by dichloromethane extraction and column chromatography purification. This 

method resulted in a purified extract containing 68.87% mitragynine, 10.40% paynantheine, 

4.60% speciogynine, and a negligible amount of 7-hydroxymitragynine. Antibacterial testing 

of the crude extract and purified mitragynine was conducted using disk diffusion against 

Escherichia coli (Gram-negative), Staphylococcus aureus, and Staphylococcus epidermidis 

(Gram-positive). Mitragynine demonstrated significant antibacterial activity with inhibition 

indices of 1.03±0.01, 1.08±0.01, and 1.22±0.02 at 10 mg/mL, respectively. In contrast, the 

crude extract was effective only against Gram-positive bacteria, with inhibition indices of 

1.28±0.03 and 1.39±0.02. This study underscores the effectiveness of the facile extraction 

method for obtaining mitragynine and highlights its potential as an antibacterial agent. 

 

Introduction:  

 Sustainable and green chemistry is increasingly vital in chemical processes, including 

extraction techniques, to minimize environmental and health risks. Traditional organic 

solvent extraction has long been used to isolate bioactive compounds but poses significant 

environmental and health hazards due to the toxic solvents involved.  

Kratom, native to Southeast Asia, particularly Thailand, is known for its rich alkaloid 

content, especially in the red vein variety.1 Thai red vein kratom in Figure 1 is particularly 

valued for its high mitragynine content, which contributes to its stimulating and therapeutic 

properties.2 The pharmacokinetics of kratom have attracted significant interest,3 leading to 

studies on the isolation of over 25 alkaloids, with a focus on mitragynine and its major 

analogs, such as paynantheine, speciogynine, speciociliatine, corynantheidine, and 7-

hydroxymitragynine in Figure 2.4 

However, excessive consumption and inadequate processing of kratom can lead to 

adverse effects,5 underscoring the need for safer and more sustainable extraction methods.6-9 

For instance, Sharma et al. employed an ethanolic extraction method combining ethanol and 

hydrochloric acid to effectively isolate key kratom alkaloids with minimal harmful solvent 

usage.10 Similarly, Yong et al. demonstrated that accelerated solvent extraction (ASE) with 

ethanol is a more efficient, safer, and cost-effective method, yielding high mitragynine 

content.11
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Recent studies have also explored the antibacterial properties of kratom extracts.2, 8, 11-

13 Niyomdecha et al. tested crude extracts from ethanolic extraction of Thai red vein kratom 

against Staphylococcus aureus and Escherichia coli, showing promising antibacterial 

activity.2 Paankhao et al. found that ethanolic extracts of kratom could serve as an alternative 

to antibiotics for managing bacterial infections in fish.12 

In this study, we employ a green solvent system using citric acid and ethanol for the 

maceration process to extract mitragynine from kratom leaves. Citric acid, a weak organic 

acid found in citrus fruits, is chosen for its biodegradability, non-toxicity, and cost-

effectiveness. It enhances extraction by breaking down cell walls and creating an acidic 

environment that improves alkaloid solubility and stability.14 Ethanol, known for its low 

toxicity and environmental safety, dissolves both free and salt alkaloids while reducing the 

extraction of water-soluble impurities such as polysaccharides and proteins. This approach 

maximizes extraction efficiency and selectivity for mitragynine. Additionally, the study 

evaluates the antibacterial activity of these extracts against bacteria associated with skin 

diseases. 

 

 

   

Figure 1.  

Red vein kratom leaves from Thailand.  

 

 
Figure 2.  

Chemical structures of mitragynine and its analogs most commonly found in red vein kratom 

leaves. 
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Methodology:  

Experimental materials   
Dichloromethane, ethanol, and citric acid were purchased from Lab-Scan (Bangkok, 

Thailand). Hexane, ethyl acetate, and anhydrous sodium sulfate were purchased from Sigma-

Aldrich (Saint Louis, USA). Acetone and sodium bicarbonate were purchased from Merck 

(Darmstadt, Germany). All solvents were purified by distillation before use. Analytical thin-

layer chromatography (TLC) was performed using TLC plates from Merck (silica gel 60 

F254 on an aluminum sheet). Solvents were evaporated using a rotary evaporator (Buchi 

Rotavapor R-114). UV-Vis spectra were recorded using a PerkinElmer Lambda 35 UV/Vis 

spectrophotometer. Proton (1H) and carbon (13C) nuclear magnetic resonance (NMR) spectra 

were recorded using a Bruker Avance-300 spectrometer. 

 

Extraction of crude extracts and mitragynine analogs from red vein kratom leaves 
The dried red vein kratom leaves from Ratchaburi province, Thailand, were weighed 

to approximately 100 g and extracted using the maceration method in Figure 3 with 500 mL 

of a 10% w/v citric acid solution dissolved in 25% ethanol at room temperature for one week. 

The mixture was then filtered, retaining only the solution, which was divided into two 

fractions: one with adjusted pH and one with unadjusted pH. These fractions were compared 

for purity and color. Subsequently, the first fraction was made alkaline by adding a saturated 

sodium bicarbonate solution until the pH reached 8. The two resulting solutions were then 

placed into a separatory funnel and extracted with dichloromethane at least three times. The 

mixtures were allowed to separate, and only the organic phases were collected and dried 

using a rotary evaporator. The crude extracts and mitragynine constituents (four major groups 

of Mitragyna speciosa Korth) were analyzed using thin-layer chromatography (TLC). The Rf 

(retardation factor) values were calculated and compared with a standard mitragynine sample 

under UV light at 254 nm. Finally, the dried red vein kratom crude extracts were stored as a 

solid at room temperature. The yield of the crude extract was calculated as follows: 

 

%Yield of crude extract (%YieldC.E.) = (mass of the extract/mass of the dried leaves) × 100 

 

 
Figure 3.  

Schematic: extraction of crude extracts and mitragynine analogs from red vein kratom leaves. 

 

Purification and characterization of the crude extract and mitragynine analogs 

The crude extract, in which the pH was adjusted to 8, was purified by column 

chromatography using silica gel 60 as the stationary phase. The mobile phase for TLC was 
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used to determine the Rf value of mitragynine, which was found to be 0.61 (eluted with n-

hexane: ethyl acetate (1:1)). In the column chromatography system, the mobile phase was n-

hexane: ethyl acetate (4:1), and the elution continued until 100 fractions were collected, with 

preliminary monitoring performed using TLC. Selected fractions were analyzed using UV-

Vis spectrophotometry, 1H-NMR, and 13C-NMR, and compared with reference data.4, 15 The 

yield after purification was calculated as follows: 

 

%Yield after purification (%Yieldp) = (mass of the pure compound/mass of the crude extract)    
                                                                                      × 100 

 

Antibacterial activity test 

The antibacterial activity of the crude extracts was evaluated using the disc diffusion 

method, adapted from the Manual of Antimicrobial Susceptibility Testing (NCCLS). The test 

was conducted on one Gram-negative bacterium, Escherichia coli (TISTR 073), and two 

Gram-positive bacteria, Staphylococcus aureus (ATCC 6538) and Staphylococcus 

epidermidis (TISTR 518). Crude extracts from red vein kratom leaves and mitragynine were 

prepared by creating 6 mm diameter discs from Whatman No. 1 filter paper, which were 

sterilized before use. The crude extract and mitragynine were dissolved in a 6:4 ethanol-to-

deionized water solution to achieve a concentration of 10 mg/mL. A 15 µL aliquot of this 

solution was placed on each disc and allowed to dry. Using a sterile cotton swab, the test 

pathogen culture was spread evenly over the surface of an agar plate. The prepared discs were 

then placed onto the inoculated agar plates using sterile forceps, ensuring they were 

positioned away from the edges of the Petri dish. The plates were incubated at 37 °C for 24 

hours. After incubation, the diameter of the inhibition zones around each disc was measured, 

and the Inhibition Index was calculated (an Inhibition Index greater than 1 indicates effective 

antibacterial activity). Chloramphenicol and tetracycline, prepared at the same concentration 

as the samples, served as the controls. Each experiment was performed in triplicate, and the 

standard deviation was calculated. 

 

Results and Discussion:  

Crude extract yield  

Crude extracts from dried red vein kratom leaves were obtained under non-pH-

adjusted (acidic, pH ~4) and pH-adjusted (pH = 8) conditions and analyzed using TLC with a 

1:1 ethyl acetate to n-hexane mobile phase. TLC analysis revealed four distinct compounds 

and a noticeable color difference between the pH-adjusted and non-pH-adjusted extracts. This 

difference is attributed to the pH adjustment, which alters the chemical forms of the 

compounds. At pH 8, the compounds are converted from their salt forms (present in the non-

pH-adjusted extract) to their free base forms (in the pH-adjusted extract). The use of a 10% 

citric acid solution in 25% ethanol effectively preserves mitragynine by optimizing the 

solution’s acidity and polarity, resulting in a distinct color, as shown in Figure 4. TLC 

analysis confirmed that both extracts exhibited comparable Rf values, as detailed in Table 1. 

Additionally, 1H NMR (300 MHz, CDCl3) analysis showed that the spectra of both extracts 

were similar, as shown in Figure 5. Column chromatography was employed for further 

purification, and based on these observations, the pH-adjusted extract was selected for 

continued refinement. 
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Figure 4.  

(a) TLC of the crude extract from red vein kratom leaves (Mi = mitragynine; nonpH = non-

adjusted pH; pH = pH-adjusted), and (b) the noticeable difference in color between the non-

adjusted pH and pH-adjusted crude extracts. 
 

Table 1. Rf values and %yield of the crude extract for pH-adjusted and non-pH-adjusted 

crude extracts. 

Crude extract Rf values Crude extract (g) %YieldC.E. 

non-adjusted pH 0.61, 0.43, 0.27, 0.03 1.35 1.4 

adjusted pH 0.60, 0.42, 0.27, 0.03 1.56 1.6 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. 
1H NMR spectra (CDCl3, 300 MHz) of crude extracts for pH-adjusted and non-pH-adjusted 

conditions. 
 
Purification and characterization of the crude extract and mitragynine analogs 

The crude extract under the pH-adjusted condition was selected for purification using 

column chromatography due to its higher yield, which is likely indicative of a higher 

mitragynine content. The system was eluted with a mixture of n-hexane and ethyl acetate 

(4:1), based on TLC results, 1H NMR spectra, and %YieldC.E.. This process successfully 

separated four compounds in the crude extract, as observed in TLC. After purification, each 

fraction yielded: 68.87% (1.0744 g) mitragynine (1); 10.40% (162.3 mg) paynantheine (2); 

4.60% (71.7 mg) speciogynine (3); and a negligible amount of 7-hydroxymitragynine (4) in 

the last fraction, as shown in Figure 6. The structures of these compounds were identified by 

comparing them with reference data using NMR spectroscopy.4, 15 Although characteristic 

peaks were present, some fractions were not completely pure, as illustrated in Figure 7. Each 

fraction exhibited key signal characteristics for structure elucidation. The results indicated 

that the 1H and 13C NMR data for the four compounds matched previously reported data.4 
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Figure 6.  

  (a) TLC of the four separated compounds in the crude extract (Mi = mitragynine (1), Py = 

paynantheine (2), SP = speciogynine (3), and 7OH = 7-hydroxymitragynine (4)); (b) the 

chemical structure of each compound in the crude extract; and (c) UV-Vis absorption 

spectrum of mitragynine (1) in a 6:4 (ethanol: D.I. water) solution. 

 

Compound (1) was obtained as a yellow powder. The UV-Vis absorption spectrum of 

compound (1) exhibited characteristic peaks (λmax) at 223 nm and 292 nm in Figure 6c, 

which were similar to those found in pure mitragynine.2, 16 1H NMR (300 MHz, CDCl3): δ 

(ppm) = 0.85 (t, J = 7.2 Hz, 3H, 18-CH3), 1.12-1.18 (m, 1H), 1.62 (br-d, J = 10.1 Hz, 1H), 

1.69-1.75 (m, 2H), 2.36-2.53 (m, 3H), 2.86-3.16 (m, 5H), 3.64 (s, 3H, 9-OCH3), 3.68 (s, 3H, 

17-OCH3), 3.82 (s, 3H, 22-OCH3), 6.41 (d, J = 7.9 Hz, 1H, 10-ArCH), 6.85 (d, J = 7.9 Hz, 

1H, 12-ArCH), 6.96 (t, J = 7.8 Hz, 1H, 11-ArCH), 7.40 (s, 1H, 17-CH), 8.14 (s, 1H, 1-NH); 
13C NMR (75 MHz, CDCl3): δ (ppm) = 12.8, 19.1, 24.0, 29.6, 40.0, 40.7, 51.3, 53.7, 55.2, 

57.7, 61.4, 61.5, 99.6, 104.5, 107.4, 111.4, 117.5, 121.5, 133.8, 137.4, 154.4, 160.7, 169.4. 

Comparing with previously reported data,4 compound (1) was assigned as mitragynine. 

Compound (2) was obtained as an orange-yellow powder. 1H NMR (300 MHz, 

CDCl3): δ (ppm) = 1.97 (dt, J = 12.1, 3.4 Hz, 1H), 2.13 (br-q, J = 12.2 Hz, 1H), 2.31 (t, J = 

11.7 Hz, 1H), 2.63 (td, J = 11.7, 4.4 Hz, 1H), 2.77 (td, J = 11.7, 3.8 Hz, 1H), 2.88-3.05 (m, 

4H), 3.10-3.19 (m, 1H), 3.35 (br-d, J = 10.2 Hz, 1H, 3-CH), 3.69 (s, 3H, 9-OCH3), 3.78 (s, 

3H, 17-OCH3), 3.87 (s, 3H, 22-OCH3), 4.97 (dd, J = 10.5, 2.0 Hz, 1H, 18-C=Hcis), 5.03 (dd, J 

= 18.6, 1.3 Hz, 1H, 18-C=Htrans), 5.56 (ddd, J = 17.9, 10.2, 1.8 Hz, 1H, 19-C=H), 6.46 (d, J= 

7.7 Hz, 1H, 10-ArCH), 6.88 (d, J = 7.7 Hz, 1H, 12-ArCH), 7.00 (t, J = 7.9 Hz, 1H, 11-

ArCH), 7.33 (s, 1H, 17-CH), 7.80 (s, 1H, 1-NH); 13C NMR (75 MHz, CDCl3): δ (ppm) = 

23.6, 33.3, 38.5, 42.5, 51.3, 53.0, 55.3, 59.9, 61.2, 61.6, 99.8, 104.3, 107.8, 111.5, 115.6, 

117.5, 122.1, 132.4, 137.4, 139.2, 154.5, 159.9, 169.0. The NMR spectra of compound (2) 

were similar to those of compound (1), except for the main difference: the absence of signals 

for the C19 ethyl moiety, which was replaced by a vinylic moiety at C19 and C18. This was 

consistent with the presence of a double bond, as indicated by two doublets of doublets (δH 

4.97-5.03) and a doublet of doublet of doublets resembling a pentet (δH 5.44-5.66). Therefore, 

compound (2) was identified as paynantheine based on the spectra, the number of protons and 

carbons, and the Rf value, despite the presence of some impurity peaks.  
Compound (3) was obtained as a pale-yellow powder. 1H NMR (300 MHz, CDCl3): δ 

(ppm) = 0.86 (m, 3H), 1.05 (m, 1H), 1.46 (m, 1H), 1.93-1.98 (m, 2H), 2.10 (td, J = 10.7, 1.1 

Hz, 1H), 2.25-2.30 (m, 2H), 2.63 (td, J = 11.6, 3.9 Hz, 2H), 3.02 (br-d, J = 15.5 Hz, 1H) 

3.09-3.28 (m, 3H), 3.57-3.82 (m, 6H, 9,17-OCH3), 3.88 (s, 3H, 22-OCH3), 6.45 (d, J= 7.5 Hz, 

1H, 10-ArCH), 6.88 (d, J = 7.9 Hz, 1H, 12-ArCH), 7.00 (t, J = 7.8 Hz, 1H, 11-ArCH), 7.26 
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(s, 1H, 17-CH), 7.37 (s, 1H, 1-NH); 13C NMR (75 MHz, CDCl3): δ (ppm) = 11.2, 19.3, 22.7, 

23.5, 24.3, 25.2, 26.5, 27.0, 27.9, 29.7, 30.6, 31.9, 33.7, 35.9, 38.0, 39.9, 45.6, 47.3, 51.4, 

53.2, 55.3, 60.4, 61.7, 66.8, 99.8, 104.3, 107.7, 111.6, 112.9, 117.5, 122.0, 132.7, 

137.4,154.5, 160.0. The 1H NMR spectrum resembled those of compound (1), but the two 

methoxy groups appeared as broad singlet peaks (δH 3.57-3.82) instead of two distinct singlet 

peaks. The analysis indicated an excessive amount of carbon, suggesting that the isolated 

substance is not entirely pure. Nevertheless, its structure can still be determined by 

comparing its spectral characteristics, which confirm that it is speciogynine (3).  

 Compound (4) was obtained as a yellow powder. 1H NMR (300 MHz, CDCl3): δ 

(ppm) = 0.85-0.91 (m, 3H), 1.10-1.58 (m, 1H), 1.61-1.71 (m, 7H), 1.87 (d, J = 13.1 Hz, 1H), 

2.21-2.33 (m, 1H), 2.49 (d, J = 11.7 Hz, 1H), 2.64 (d, J = 12.1 Hz, 3H), 2.81 (t, J = 13.1 Hz, 

3H), 3.03 (d, J = 11.8 Hz, 2H), 3.14 (d, J = 10.5 Hz, 1H), 3.67 (s, 3H, 9-OCH3), 3.78 (s, 3H, 

17-OCH3), 3.85 (s, 3H, 22-OCH3), 6.71 (d, J = 7.7 Hz, 1H, 10-ArCH), 7.18 (d, J = 7.5 Hz, 

1H, 12-ArCH), 7.72 (t, J = 7.2 Hz, 1H, 11-ArCH), 7.43 (s, 1H, 17-CH); 13C NMR (75 MHz, 

CDCl3): δ (ppm) = 12.8, 14.0, 19.0, 22.7, 26.1, 29.7, 31.9, 35.7, 38.7, 40.5, 50.1, 51.2, 55.4, 

58.1, 61.4, 61.7, 81.0, 109.0, 111.3, 114.1, 126.6, 128.8, 130.7, 154.9, 156.0,  169.3, 184.5. 

The 1H NMR spectrum of the isolated compound (4) was not entirely pure, but its structure 

and the number of protons and carbons can still be determined by comparison with reference 

data.15 The downfield shifts observed in δH and δC are attributed to the hydroxyl group at C7, 

suggesting that the compound is 7-hydroxymitragynine.  

 

Antibacterial activity test 

 The antibacterial activity of pH-adjusted crude extract and mitragynine (1) in a 6:4 

(ethanol: D.I. water) solution was evaluated against Escherichia coli, Staphylococcus aureus, 

and Staphylococcus epidermidis at a concentration of 10 mg/mL using the disc diffusion 

method. The results indicate that the pH-adjusted crude extract from red vein kratom leaves 

was effective only against the Gram-positive bacteria (S. aureus and S. epidermidis), while 

mitragynine (1) was effective against all tested bacteria. The mitragynine content in the crude 

extract likely did not reach the effective concentration of 10 mg/mL, which may account for 

its ineffectiveness against E. coli. This is consistent with findings by Chuekwon et al., where 

kratom leaf ethanol extracts required a concentration of 200 mg/mL to inhibit Gram-negative 

bacteria—20 times higher than the concentration used in this study.17 These results indicate 

that mitragynine concentration is crucial for activity against E. coli, and the mitragynine 

content in this study’s crude extract at 10 mg/mL was insufficient. The antibacterial activity 

results are summarized in Table 2. 

  

Table 2. Inhibition index from the agar disc diffusion method for crude extract and 

mitragynine at a concentration of 10 mg/mL. 

Bacteria for testing 
Inhibition Index 

No.1a No.2b 

Escherichia coli                     TISTR 073 NAc 1.03±0.01 

Staphylococcus aureus          ATCC 6538 1.28±0.03  1.08±0.01 

Staphylococcus epidermidis  TISTR 518 1.39±0.02 1.22±0.02 
aNo.1 is 10 mg/mL of the adjusted pH crude extract in 6:4 (ethanol: D.I. water). 
bNo.2 is 10 mg/mL of the mitragynine in 6:4 (ethanol: D.I. water). 
cNA means No Activity. 
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Figure 7.  

1H NMR spectra of the four compounds in the crude extract.  

 

Conclusion:  

Conventional extraction methods using organic solvents have long been established 

and are supported by decades of scientific data. However, as the field advances, greener 

methods that minimize the use of harmful solvents for more sustainable processes are 

expected to replace traditional techniques. In this research, we successfully developed a safe, 

clean, and effective method for the facile extraction of four major indole alkaloids—

mitragynine (1), paynantheine (2), speciogynine (3), and 7-hydroxymitragynine (4)—from 

red vein kratom leaves. The process involved an ethanolic extraction with 10% citric acid 

using maceration, which effectively separated these compounds. The structures of the 

compounds in the crude extract were confirmed through NMR spectroscopy, and compared 

with reference spectra following column chromatography. The antibacterial activity tests 

revealed that the crude extract at a concentration of 10 mg/mL was effective against only 
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Gram-positive bacteria (S. aureus and S. epidermidis), while mitragynine at the same 

concentration was active against all evaluated bacteria, including E. coli. The kratom 

extraction method presented in this study is a significant step toward developing safe 

cosmetic and medicinal applications from natural sources, owing to its antibacterial 

properties and other therapeutic benefits. 
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Abstract:  

A phytochemical investigation of the stems of Tiliacora triandra (Colebr.) Diels 

(Menispermaceae) led to the isolation of four bisbenzylisoquinoline alkaloids, including 

tiliacorinine (1), yanangcorinine (2), nortiliacorine (3) and tiliacorine (4). The structures of 

the isolated compounds were identified by spectroscopic data and by comparisons with those 

reported in the literature. 

 

Introduction:  

Tiliacora triandra (Colebr.) Diels, commonly known in Thai as Yanang, is a perennial 

climbing shrub belonging to the family Menispermaceae.1 It is widely distributed in 

Southeast Asian countries, particularly in Thailand, Laos, Cambodia, and Vietnam.2 The 

leaves are commonly used in Thai and Laotian cuisine, and the roots and leaves have been 

utilized in various folk medicines across Thailand and other Asian countries to treat various 

illnesses, including fever relief, hypertension, malaria, gastrointestinal diseases, 

inflammation, bacterial/fungal infection, alcohol intoxication and skin diseases.3-5 Recent 

phytochemical investigations of this plant revealed the presence of alkaloids, flavonoids, 

terpenoids and polyphenols. Among these, bisbenzylisoquinoline-type alkaloids were 

identified as the major compounds.2 According to these investigations, T. triandra and its 

components exhibit a wide range of biological activities, including anti-diabetes, anti-

hyperlipidemia, anti-obesity, anti-inflammation, anti-oxidant, and infective diseases.2,6-8 

Additionally, our group has reported the antitumor activity of tiliacorinine, a major 

compound from the roots of this plant, in human cholangiocarcinoma cells.9,10 Although there 

are quite a few studies on the phytochemicals from various parts of this plant, the 

investigation of its stems has not been widely reported. In our ongoing investigation of 

biologically active compounds from Thai medicinal plants, we herein report the isolation and 

structural characterization of four bisbenzylisoquinoline alkaloids (1–4) from the stems of T. 

triandra (Figure 1). 

 

Methodology:  

1. General 

Optical rotations were measured on a JASCO-1020 polarimeter. IR spectra were recorded in 

the ATR mode using a PerkinElmer FT-IR Spectrum 400 spectrophotometer. 1H and 13C 

NMR spectra were recorded on a Bruker ASCEND 400 FT-NMR spectrometer, operating at 

400 MHz and 100 MHz for 1H and 13C NMR, respectively. HR-TOFMS spectra were 

measured with a Bruker micrOTOF-QII mass spectrometer, using electrospray ionization 

(ESI) as the ionization technique. Column chromatography was carried out using Merck 

silica gel 60 (particle sizes < 0.063 mm and 0.063–0.200 mm). The slurry method of column 

packing was employed. Sephadex LH-20 (GE Healthcare) was used for gel filtration 

chromatography. For thin-layer chromatography (TLC), Merck pre-coated silica gel 60 F254 
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plates were used. TLC spots were detected under UV light and by spraying with 

anisaldehyde-H2SO4 reagent and Dragendorff's reagent, followed by heating. 

2. Plant Material 

The stems of T. triandra were collected from Namoungpet subdistrict, Sikao district, Trang, 

in May 2021. A voucher specimen is deposited at the Faculty of Science, Ramkhamhaeng 

University (Apichart Suksamrarn, No. 109). 

3. Extraction and Isolation 

The fresh stems of T. triandra (5.0 kg) were chopped into small pieces, air-dried, powdered, 

and macerated successively with n-hexane, EtOAc, and MeOH at room temperature (20 L × 3 

times for each solvent). The filtered solution from each extraction was evaporated to dryness 

under reduced pressure at 40–45 ºC to give the hexane (199.0 g), EtOAc (177.4 g), and 

MeOH (506.7 g) crude extracts. 

 The MeOH extract (500.0 g) was fractionated by column chromatography (Merck 

silica gel 60, particle sizes 0.063–0.200 mm) using a gradient solvent system of CH2Cl2, 

CH2Cl2–MeOH, MeOH and 5% H2O–MeOH with increasing amounts of the more polar 

solvent. The eluates were examined by TLC, resulting in the combination of five fractions 

(M1-M5). Fraction M2 (65.0 g) was chromatographed on a silica gel column, eluting with a 

gradient solvent system of n-hexane–CH2Cl2–MeOH (1:4:0.1–1:4:0.3, v/v) to yield three 

subfractions (M2.1–M2.3). Subfraction M2.2 (21.0 g) was further chromatographed on a 

silica gel column, eluting with n-hexane–CH2Cl2–MeOH (1:4:0.15, v/v) to provide 

compound 1 (116.1 mg). Fraction M4 (230.0 g) was further chromatographed by a silica gel 

column eluting with CH2Cl2–MeOH (5:0.15, v/v) to afford six subfractions (M4.1–M.4.6). 

Silica gel column chromatography of subfraction M4.2 (67.0 g), using n-hexane–CH2Cl2–

MeOH (1:4:0.3, v/v) as the eluting solvent, furnished compounds 2 (19.0 mg) and 3 (26.3 

mg). Subfraction M4.6 (42.0 g) was subjected to Sephadex LH-20 column chromatography, 

eluting with MeOH to give three subfractions (M4.6.1–M4.6.3). Subfraction M4.6.3 (17.5 g) 

was further subjected to column chromatography, eluting with with n-hexane–CH2Cl2–

MeOH (1:4:0.15, v/v) to yield compound 4 (3.2 mg). 

3.1 Tiliacorinine (1) 

Pale brownish amorphous solid;  +258.1 (c 0.71, CHCl3); IR (ATR) νmax 3343, 2929, 

2841, 2790, 1586, 1500, 1436, 1359, 1272, 1234, 1115, 1050, 951, 874, 820 cm-1; 1H NMR 

data, see Table 1 and 13C NMR data, see Table 2; HR-TOFMS (ESI+) m/z 577.2688 [M + H]+ 

(calcd. for C36H37N2O5, 577.2696). 

3.2 Yanangcorinine (2) 

Pale brownish amorphous solid;  +179.5 (c 0.34, CHCl3); IR (ATR) νmax 3366, 2925, 

2850, 2794, 1587, 1502, 1449, 1361, 1273, 1234, 1115, 1022, 948, 872, 820 cm-1; 1H NMR 

data, see Table 1 and 13C NMR data, see Table 2; HR-TOFMS (ESI+) m/z 577.2697 [M + H]+ 

(calcd. for C36H37N2O5, 577.2696). 

3.3 Nortiliacorine (3) 

Pale brownish amorphous solid;  +204.5 (c 0.53, CHCl3); IR (ATR) νmax 3355, 2928, 

2858, 1588, 1500, 1440, 1361, 1275, 1234, 1115, 1018, 961, 892, 823 cm-1; 1H NMR data, 

see Table 1 and 13C NMR data, see Table 2; HR-TOFMS (ESI+) m/z 563.2556 [M + H]+ 

(calcd. for C35H35N2O5, 563.2540). 

3.4 Tiliacorine (4) 

Pale brownish amorphous solid;  +191.1 (c 0.14, CHCl3); IR (ATR) νmax 3400, 2925, 

2858, 1590, 1507, 1459, 1370, 1272, 1122, 1028, 959, 885, 825, 753 cm-1; 1H NMR data, see 

Table 1 and 13C NMR data, see Table 2; HR-TOFMS (ESI+) m/z 577.2669 [M + H]+ (calcd. 

for C36H37N2O5, 577.2696). 
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Figure 1. Chemical Structures of the Isolated Compounds 1–4 

 

Results and Discussion:  

Compound 1 was obtained as a pale brownish amorphous solid, with a specific optical 

rotation of  +258.1 (c 0.71, CHCl3). The IR spectrum indicated the presence of a 

hydroxy group (3343 cm-1) and an aromatic nucleus (1586 and 1500 cm-1). The molecular 

formula was determined to be C36H36N2O5 based on HR-TOFMS (positive ion electrospray 

ionization, ESI+) at m/z 577.2688 [M + H]+ (calcd. for C36H37N2O5, 577.2696). The 1H NMR 

data (Table 1) showed aromatic protons at H 8.05 (1H, s, H-8′), H 7.64 (H-10), 7.57 (H-10′) 

(each brs, 1H), H 7.33 (1H, brd, J = 8.4 Hz, H-14), 7.25 (1H, brd, J = 8.6 Hz, H-14′), 6.97 

(1H, d, J = 8.6 Hz, H-13′), 6.94 (1H, d, J = 8.4 Hz, H-13), H 6.62 (H-5′), 6.28 (H-5) (each s, 

1H). Relatively downfield signals of methine protons at C-1 and C-1′ at H 3.69 (brd, J = 7.3 

Hz) and 3.40 (m), respectively. The 1H-NMR spectrum also showed signals of methylene 

protons at H 2.94/3.33 (Hab-3), 2.69/3.08 (Hab-3′), 2.35/2.83 (Hab-4), 2.52/2.94 (Hab-4′), 

2.80/3.35 (Hab-α) and 2.92/3.34 (Hab-α′). Two singlet methyl signals (H 2.28 and 2.60) and 

two singlet methyl signals (H 3.82 and 3.95) were indicative of the presence of two N-methyl 

and two methoxy groups, respectively. The locations of these singlet methyl groups were 

confirmed by HMBC correlations shown in Figure 2. Analysis of the 1H−1H COSY spectrum 

(Figure 2) of compound 1 revealed the spin-coupling system of H-3/H-4, H-3′/H-4′, H-13/H-

14 and H-13′/H-14′. The 13C-NMR (Table 2) and DEPT-135 spectra revealed the presence of 

thirty-six carbon atoms, including eleven methine (C 135.7, 134.2, 130.1, 129.8, 118.4, 

115.1, 114.2, 111.1, 106.2, 67.0, 62.6), six methylene (C 52.9, 43.7, 40.9, 40.3, 26.6, 21.4), 

four methyl (C 56.4, 56.2, 41.9, 41.9) and fifteen quaternary (C 153.1, 152.4, 146.2, 139.9, 

139.8, 137.4, 135.2, 133.7, 130.1, 129.6, 128.6, 128.6, 127.7, 126.3, 118.5) carbons. The 

HMBC correlations are summarized in Figure 2. The configuration of this alkaloid was 

supported by the NOESY experiment (see Figure 2). The spectroscopic data led to the 

identification of 1 as tiliacorinine. The structure of this compound was confirmed by 

comparison with spectroscopic data reported in the literature.11 
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Table 1. 1H NMR Data (400 MHz) of Compounds 1–4 (δ in ppm, J in Hz) 
Position 1a 2b 3a 4a 

1 3.69 (brd, 7.3) 3.60 (m)c 3.70 (m)c 3.69 (m)c 

3 a: 2.94 (m)c 

b: 3.33 (dd, 11.8, 

5.3) 

a: 2.93 (m)c 

b: 3.36 (m)c 

3.37 (m)c a: 2.90 (m)c 

b: 3.37 (m)c 

4 a: 2.35 (dd, 15.9, 

5.3) 

b: 2.83 (m)c 

a: 2.35 (m)c 

b: 2.94 (m)c 

a: 2.34 

(dd,16.5,4.2) 

b: 2.92 (m)c 

a: 2.35 (m)c 

b: 2.86 (m)c 

5 6.28 (s) 6.45 (s) 6.29 (s) 6.28 (s) 

α a: 2.80 (dd, 13.9, 

7.3) 

b: 3.35 (m)c 

2.78 (m)c 2.77 (m)c 2.78 (m)c 

10 7.64 (brs) 7.53 (d, 2.0) 7.61 (d, 1.8) 7.70 (brs) 

13 6.94 (d, 8.4) 6.94 (d, 8.4) 6.94 (d, 8.2) 7.01 (d, 8.6) 

14 7.33 (brd, 8.4) 7.28 (dd, 8.4, 2.0) 7.33 (brd, 8.2) 7.39 (brd, 8.5) 

1' 3.40 (m)c 3.29 (brd, 7.9) 3.93 (m)c 3.46 (m)c 

3' a: 2.69 (ddd, 11.8, 

11.5, 2.4) 

b: 3.08 (dd, 11.8, 

5.0) 

a: 2.56 (m)c 

b: 3.04 (m)c 

a: 2.94 (m)c 

b: 3.02 (m)c 

a: 2.69 (m)c 

b: 3.08 (m)c 

4' a: 2.52 (brd, 16.4) 

b: 2.94 (ddd, 16.4, 

11.5, 5.0) 

a: 2.53 (m)c 

b: 2.86 (m)c 

a: 2.56 (brd, 16.7) 

b: 2.90 (m)c 

a: 2.56 (brd, 

16.8) 

b: 3.00 (m)c 

5' 6.62 (s) 6.58 (s) 6.29 (s) 6.65 (s) 

8' 8.05 (s) 8.04 (s) 8.08 (s) 8.05 (s) 

α' a: 2.92 (m)c 

b: 3.34 (m)c 

a: 2.89 (m)c 

b: 3.36 (m)c 

3.18 (m)c a: 2.95 (m)c 

b: 3.44 (m)c 

10' 7.57 (brs) 7.57 (d, 2.2) 7.56 (brs) 7.52 (brs) 

13' 6.97 (d, 8.6) 7.06 (d, 8.3) 6.95 (d, 8.3) 6.96 (d, 8.2) 

14' 7.25 (brd, 8.6) 7.34 (dd, 8.3, 2.2) 7.32 (brd, 8.3) 7.30 (brd, 8.2) 

2-NCH3 2.28 (s) 2.23 (s) 2.31 (s) 2.31 (s) 

2'-NCH3 2.60 (s) 2.60 (s) – 2.63 (s) 

6-OCH3 3.82 (s) 3.81 (s) 3.83 (s) 3.85 (s) 

12-OCH3 3.95 (s) – 3.95 (s) 3.91 (s) 

12'-OCH3 – 3.99 (s) – – 
aRecorded in CDCl3 
bRecorded in acetone-d6 
cPartially overlapping signal 
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Table 2. 13C NMR Data (100 MHz) of Compounds 1–4 
Position 1a 2b 3a 4a 

1 62.6 63.4 62.5 62.8 

3 40.9 43.9 43.6 43.8 

4 21.4 21.2 21.3 21.4 

4a 128.6 130.0 129.1 128.9 

5 106.2 107.3 106.3 106.3 

6 146.2 147.1 146.2 146.2 

7 130.1 140.3 139.6 130.3 

8 139.8 129.6 128.7 139.9 

8a 118.5 118.8 118.6 118.9 

α 40.3 40.9 40.6 40.6 

9 137.4 137.6 137.5 134.6 

10 135.7 135.0 135.7 135.7 

11 126.3 127.0 127.7 126.6 

12 153.1 153.4 153.2 153.9 

13 111.1 118.3 111.0 112.0 

14 129.8 130.5 130.7 130.1 

1' 67.0 68.1 58.9 67.0 

3' 52.9 53.2 43.8 52.8 

4' 26.6 27.6 27.5 30.0 

4a' 128.6 130.9 130.1 128.9 

5' 115.1 115.3 115.8 115.3 

6' 139.9 136.6 140.2 140.1 

7' 135.2 140.3 139.8 140.0 

8' 114.2 114.5 113.7 114.2 

8a' 129.6 130.4 135.7 135.0 

α' 43.7 41.4 42.9 40.6 

9' 133.7 134.2 132.6 136.2 

10' 134.2 135.9 133.9 134.6 

11' 127.7 128.3 126.3 127.6 

12' 152.4 154.5 152.6 152.0 

13' 118.4 111.3 118.3 117.2 

14' 130.1 130.1 129.8 130.3 

2-NCH3 41.9 41.8 42.0 42.0 

2'-NCH3 41.9 42.2 – 42.0 

6-OCH3 56.2 56.0 56.2 56.2 

12-OCH3 56.4 – 56.4 56.3 

12'-OCH3 – 56.1 – – 
aRecorded in CDCl3 
bRecorded in acetone-d6 
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Compound 2 was obtained as pale brownish amorphous solid,  +179.5 (c 0.34, 

CHCl3). The IR spectrum indicated the presence of hydroxy group (3366 cm-1), and aromatic 

nucleus (1587 and 1502 cm-1). The molecular formula was determined to be C36H36N2O5 

based on the HR-TOFMS (positive ion electrospray ionization, ESI+) at m/z 577.2697 [M + 

H]+ (calcd. for C36H37N2O5, 577.2696). The 1H and 13C NMR spectra of compound 2 (Tables 

1 and 2) exhibited spectral features closely similar to those of compound 1. The significant 

difference was observed in the deshielding of aromatic protons at H 7.06 (1H, d, J = 8.3 Hz, 

H-13′) and 7.34 (1H, dd, J = 8.3, 2.2 Hz, H-14′), which were shifted approximately 0.09 ppm 

compared to those of compound 1. These deshielding effects are consistent with the presence 

of a methoxy group (H 3.99, s) at position C-12′ in compound 2, as confirmed by HMBC 

correlations shown in Figure 2. Furthermore, H-10 (H 7.53, d, J = 2.0 Hz) and H-14 (H 

7.28, dd, J = 8.4, 2.0 Hz) showed the correlations with C-12 (δC 153.4) in the HMBC 

spectrum. The HMBC correlations of H-10′ (H 7.57, d, J = 2.2 Hz) and H-14′ (H 7.34, dd, J 

= 8.3, 2.2 Hz) with C-12′ (δC 154.5) were also observed. Moreover, the configuration of this 

compound was established from the NOESY correlation between H-13′ (H 7.06, d, J = 8.3 

Hz) and 12′-OCH3 (see Figure 2). The spectroscopic data led to the identification of 2 as 

yanangcorinine. The structure of this compound was confirmed by comparison with 

spectroscopic data reported in the literature.12 

 The molecular formula of compound 3 was determined as C35H34N2O5 by the analysis 

of HR-TOFMS (ESI+) at m/z 563.2556 [M + H]+ (calcd. for C35H35N2O5, 563.2540). The IR 

spectrum indicated the presence of hydroxy group (3355 cm-1), and aromatic nucleus (1588 

and 1500 cm-1). The 1H NMR spectrum of compound 3 (Table 1) showed that most of the 

spectral patterns similar to those of compound 1. The key difference was the absence of the 

NCH3 signal at position N-2′ in compound 3. Instead, signals at H 3.93 (H-1′), 2.94/3.02 

(Hab-3′), 2.56/2.90 (Hab-4′) and 3.18 (H-α′) were observed. The singlet signal for the 2-NCH3 

group appeared at H 2.31. The methine protons at positions C-1 and C-1′ were observed at 

H 3.70 and 3.93, respectively. The 13C-NMR spectral data (Table 2) displayed thirty-five 

carbon atoms, one carbon less than compound 1, as confirmed by HR-TOFMS data. The 

configuration was confirmed by NOESY experiment with the same analogy to those of 

compounds 1 and 2 (Figure 2). The spectroscopic data led to the identification of 3 as 

nortiliacorinine. The structure of this compound was confirmed by comparison of 

spectroscopic data reported in the literature.13 

 Compound 4 had the molecular formula C36H36N2O5, as deduced from its HR-

TOFMS (ESI+) at m/z 577.2669 [M + H]+ (calcd. for C36H37N2O5, 577.2696). The IR 

spectrum indicated the presence of hydroxy group (3400 cm-1), and aromatic nucleus (1590 

and 1507 cm-1). The 1H and 13C NMR spectra of compound 4 (Tables 1 and 2) are closely 

similar to those of compound 1. The notable difference is the configuration at position C-1, 

which is S-configuration in compound 1 and R-configuration in compound 4. In addition, the 

chemical shifts of the aromatic proton signals in rings C and C′ of compound 4 were 

downfield compared to those in compound 1, as shown in Table 1. The structural assignment 

for compound 4 was confirmed by analyzing its NOESY spectrum (Figure 2). The NOESY 

correlations between H-1 (H 3.69, m) and H-14 (H 7.39, brd, J = 8.5 Hz) confirmed the R-

configuration at C-1. The spectroscopic data led to the identification of 4 as tiliacorine. The 

NMR spectral data were in agreement with those of the reported values.11 
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Figure 2. Selected 1H–1H COSY, HMBC and NOESY Correlations of Compounds 1−4 

 

Conclusion:  

In summary, four known bisbenzylisoquinoline alkaloids (1–4) have been isolated from the 

stems of T. triandra. 
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Abstract:   

Lakes are obtained from chemical reactions between metal ions, alkalis, and dyes, which 

form insoluble compounds.  It is used to fix or intensify stains in a tissue or cell preparation.  

The advantages of laking process are improving brightness, fastness, and providing a wide 

range of colors depending on the dyes used.  One of natural yellow colorants comes  from  fruit 

of  Gardenia  jasminoides  J. Ellis  , a  plant  in  RUBIACEAE family.  G. jasminoides fruit 

contains natural dyes, primarily yellow pigments in the carotenoid group known as crocins and 

crocetin.  The aim of this study was to prepare gardenia lakes.  Our group is interested in using 

the yellow colorant of G. jasminoides in cosmetic products.  In this study, gardenia lakes were 

prepared from yellow dye of G. jasminoides fruit precipitated with potassium aluminum sulfate 

and calcium sulfate as mordants at various conditions.  Based on CIELab color system, the color 

parameters were measured during the storage time.  The optimum condition showed the highest 

yellowness (b = 63.8) using 5% calcium sulfate.  

  

Keywords: Gardenia jasminoides fruit; CIELab; yellow lakes; stability   

  

Introduction:   

Lakes are insoluble colorants commonly used in cosmetic products. Based on the 

chemical reaction between metal ions, alkalis, and dyes1, lakes are metal complexes which are 

insoluble in water.  Metal ion, known as mordant, a substance that fixes a dyestuff in or on, 

combinds2 with a dye to form an insoluble compound. 

The advantages of laking process are improvement of color attributes (hue, chroma and 

brightness) and producing a wide variety of colorants.  Once precipitated with a mordant, the 

dye becomes insoluble, more stable compound being better light and heat resistant when 

compared to the regular dye. Lakes can be used as pigments in various media such as paints, 

inks, plastics including cosmetic and food products.  Being derived from plant sources, 

colorants are considered safe and environmentally friendly.1,3   

                 Gardenia Jasminoides J. Ellis is a plant in  RUBIACEAE family, commonly known 

as gardenia or cape jasmine.  The fruit of G. jasminoides contains natural dyes, primarily yellow 

pigments in the carotenoid group known as crocins and crocetin.4,5  Gardenia fruit has been 

used in traditional Chinese medicine for centuries.  Records indicate its usage dates back to at 

least the Han dynasty (206 BCE – 220 CE).  The fruit of the gardenia plant, known as "zhī zi " 

(栀子) in Chinese, has been utilized for its medicinal properties. G. jasminoides yellow colorant 

has been widely used in food products. 1,6,7    

         In Thailand, gardenia is also grown in northern areas such as Chiang Mai and Chiang Rai 

provinces.  The fresh fruit was extracted and used as yellow food colorant.  The NSTDA 

(National Science and Technology Development Agency) reported that the yellow dye from the 

gardenia fruit provides a unique shade of yellow.   
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  This study focused on preparation of yellow lakes from G. jasminoides to promote the 

use in cosmetic products and enhance the value of this agricultural product.  

Color attributes; hue, chroma, brightness, were monitored using CIELab color system. 

The CIELab system was used to evaluate colorants in three-dimensional space.  The L-axis is 

lightness or brightness, ranging from 0 (black) to 100 (white).  The values a and b illustrate the 

spectrum from greenness (negative value of a) to redness (positive value of a), and blueness 

(negative value of b) to yellowness (positive value of b), respectively.  ∆E value represents 

information regarding color change in three dimension color system between two points 

(equation 1) 1,8,9 as following.   

ΔE < 1         Not noticeable difference to the human eye.   

ΔE 1 – 2      Noticeable difference under close observation or under optimal lighting                      

conditions.   

∆E 2 – 10    Noticeable difference.  

ΔE > 10       Clearly noticeable or easily distinguishable difference.  

                 ∆Eab = (∆L2 + ∆a2 + ∆b2)1/2                         equation 1   

 Chroma is the intensity or purity of a color (equation 2).   

                Chroma (C)   C = (a2 + b2)1/2               equation 2   

In this paper, we used potassium aluminum sulfate, which is the most frequently used 

mordant,1,3  and calcium sulfate as mordants at the concentration of 1%, 5%, and 10% w/w.  

The mordants formed complexes with the dye extracted from G. jasminoides fruit.  Then their 

stabilities were evaluated using CIELab color system.   

  

Methodology:   

Preparation of Lakes from Gardenia Fruit 

 Dye Extraction: Maceration   

Gardenia dried fruit was purchased from Saendee Pharmacy (Bangkok,Thailand) 60 

grams of gardenia fruit were ground with a mortar.  The ground fruit 60 grams was soaked in 

600 ml of 60% ethanol for 2 hours (10 grams of gardenia fruit / 100 ml of 60% ethanol)10,11  

with constantly stirring.  G. jasminoides dye was extracted by soaking in 60% v/v ethanol 10 to 

release yellow colorant.  A coffee filter paper was used to get all the dye liquor.  The extract 

was dried using a rotary evaporator under the condition: vacuum 175 mbar, 90 rpm, water bath 

temperature 50°C   

Laking Process: Mordant Addition  

            Potassium aluminum sulfate, calcium sulfate, and sodium carbonate were purchased 

from Lab Valley (Bangkok,Thailand). A mordant, potassium aluminum sulfate or calcium 

sulfate, was added to the dye extract from G. jasminoides fruit.  The concentration of mordant  

was varied at 1%,5%, and 10% w/w in water.  The dye extract was dissolved in the solution at 

concentration of 20% w/w.  Sodium carbonate was added into the mixture at amount of half of 

the mordant.  The mixture was allowed to stand until the lake precipitated out of the solution 

approximately for 15 hours.  

Drying, and Stability Study   

The precipitated lake was filtered using a Buchner funnel equipped with filter paper 

No.1 (Whatman International Ltd., Maidstone, England), and then let it dry for 4 days at 

ambient temperature.  The dried sample was ground using a glass mortar to ensure a fine and 

uniform powder.  All samples were stored in sealed amber glass bottles to avoid from light 

exposure.  The samples were kept in two conditions ; a desiccator at ambient temperature and  
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an incubator at 40°C with 75 % RH.  Each sample was collected and evaluated at day 

4,6, and 33.  

Evaluation of color parameters using CIELab  system   

Color change was monitored using a colorimeter (Color Reader CR-20®,Konica 

minolta.INC., Japan).  Regarding CIELab system (Commission internationale de l'éclairage or 

International Commission on Illumination), color parameters are reported in terms of L, a, and 

b.  In this work, we are interested in yellowness of the samples, which corresponds to a positive 

value of b in CIELab.  

Statistical analysis  

             The data were collected in triplicate and expressed as a mean ± standard deviation (SD).  

Statistical analysis was performed using a one-way analysis of variance (ANOVA) and T-test 

using SPSS software (version 29.0.2.0). A p-value < 0.05 was considered statistically 

significant.  

  

Results and Discussion:   

 Yellow lake precipitation was obtained from potassium aluminum sulfate and calcium sulfate 

interacting with gandenia dye as shown in Table 1.  

  

Table 1. Yellow lakes of G. jasminoides dye presenting at day 0; The experiment found that 

potassium aluminum sulfate at 1% w/w did not yield any lake precipitation.  

  
Al3+ from potassium aluminum sulfate, Ca2+ from calcium sulfate , NA = not available   

  

CIELab parameters for the yellow lakes were calculated using equation 1,2. As 

presented  in Table 2, the highest percent yield was obtained from Ca- dye complex at 10% 

calcium sulfate.  The reason could be due to the amount of metal ion in the solution.  Molecular 

weights of potassium aluminum sulfate and calcium sulfate are 474 and 136, respectively.  At 

equal percent weight concentration, available metal ion obtained from calcium sulfate is more 
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than potassium aluminum sulfate. Higher percent yield of lake was obtained at higher 

concentration of metal salt.   

  

Table 2. CIE Lab parameters of yellow lakes from Gardenia jasminoides fruit extract 

over the storage time  

  

Mor 

dant  

 

   Ambient temperature   

  

            40 oC  and   75 % RH  

b day 

4  

b day 

33  

ΔE day   

4-33  

Chroma 

day 4   

Chroma 

day 33  

b day  

4  

b day 

33  

ΔE day  

4-33  

Chroma  

day 4   

Chroma  

day 33  

3Al3+   

5 %  

 58.245  57.539  0.924  59.540  58.740  57.328  54.894  3.815  58.666  55.730  

3Al3+  

10 %  

54.381  57.178  5.116  55.833  58.612  54.783  52.939  3.026  56.243  53.956  

4Ca2+  

1 %  

45.828  48.506  5.554  47.706  50.301  NA  NA  NA  NA  NA  

4Ca2+   

5 %  

61.211  63.772  5.500  62.377  64.868  60.572  58.233  3.597  61.673  59.031  

4Ca2+  

10 %  

57.172  57.711  5.143  57.718  58.207  55.944  49.945  6.615  56.430  50.211  

3 potassium aluminum sulfate, 4 calcium sulfate , NA = not available  

  

Moreover, b value and chroma of calcium lake are higher than that of aluminium lake. 

It is implied that Ca2+ ion could be able to form lake complex with gardenia dye better than 

Al3+ ion.  Yellowness of the samples was changed over the storage time (Figure 1).  Brownish 

yellow was observed when the samples were kept in 40 oC  and 75 % RH.  Yellowness fading 

was also observed.   

∆E values of most samples were in the range of 5-7 meaning that the difference was 

noticeable and could be seen by naked eye.  ∆E was less when the samples were kept at ambient 

temperature. Longer storage time of stability study should be further explored.  
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(a) 

  
(b)  

  
  

Figure 1. The graph shows the change of b value (yellowness) over storage time. (a) 

aluminium lake, (b) calcium lake,    = ambient temperature,      =  40 oC  and  75 % RH  

  

Conclusion:   

Yellow lakes were prepared from reaction between gardenia colorant and metal ions 

(Al3+ and Ca2+).  The highest percent yield was obtained from gardenia Ca lake at 10% w/w 

calcium sulfate.  At 5% w/w calcium sulfate, the obtained gardenia-Ca lake showed the highest 
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color intensity (chroma and yellowness).  Color change (∆E) of gardenia Al lake and gardenia 

Ca lake was noticeable over the storage time in ambient temperature and stress condition.  
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Abstract:  

 Pyrrolidinyl peptide nucleic acid (pyrrolidinyl PNA) is a DNA mimic with a 

conformationally constrained backbone consisting of alternating proline-cyclic -amino acid 

dipeptide subunits. It exhibits excellent binding specificity towards DNA targets and high 

chemical and biological stability. Although pyrrolidinyl PNA offers great potential for 

applications in the biological field, it also has some disadvantages due to its hydrophobic 

structure leading to problems such as low water solubility and non-specific binding to 

hydrophobic molecules such as proteins, lipids, plastics, or other PNA molecules. To address 

these problems, the pyrrolidinyl PNA backbone was made Zwitterionic by modification with 

functional groups that contain an equal number of positive and negative charges within the 

same structure. Specifically, pyrrolidinyl PNA with a modified backbone incorporating a 

nitrogen atom was reacted with isopropyl ethenesulfonate or isopropyl 2-(2-

oxoethoxy)ethane-1-sulfonate) through Michael addition or reductive alkylation, 

respectively. A preliminary investigation of the DNA binding properties revealed a decrease 

in binding strength compared to the unmodified PNA, while the base-pairing specificity is 

still preserved. The zwitterionic PNA showed good water solubility up to millimolar 

concentrations, but it was not yet possible to conclude the benefits of the zwitterionic 

modification to solubility improvement. 

 

Introduction:  

 Peptide nucleic acid (PNA) is a DNA mimic consisting of a peptide backbone instead 

of deoxyribose and phosphate. The original PNA system, now known as aegPNA, was first 

reported by Nielsen et al. in 1991.1 PNA recognizes its complementary DNA or RNA targets 

according to the Watson-Crick base pairing rules. Not only can PNA exhibits stronger 

binding affinity towards its target DNA and RNA than natural DNA or RNA2 (Figure 1), but 

PNA also offers higher specificity as shown by the large decrease in Tm of the hybrids with 

DNA or RNA containing one or more mismatched bases. The uncharged PNA can form 

stable hybrids with DNA irrespective of salt concentrations3 and is resistant to acidic-basic 

conditions and enzymatic digestion (nucleases and proteases).4 

 

 
 

Figure 1. Structure of aegPNA pairing to its complementary DNA strand. 
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 Although PNA exhibits several interesting properties that suggest its potential 

applications in the biological fields, there are limitations due to its poor water solubility and 

cell entry properties. Therefore, PNA must rely on other carrier molecules such as cell-

penetrating peptides or nanoparticles to enhance its cell-entry capability.5-7 Furthermore, the 

conformational flexibility of aegPNA could benefit from structural modification to increase 

rigidity. Backbone-modified aegPNA incorporating embedded rigid structures (cyclopentane 

and cyclohexane)8 or modification at the gamma position (PNA) have been explored.9 

Additionally, the pyrrolidine ring is a frequently used motif in many conformationally 

constrained PNA systems such as pyrrolidine oxy-PNA, pyrrolidine amide, aepPNA, and 

pyrrolidinyl PNA.10 

 A remarkable example of such conformationally constrained modified PNA systems 

is the pyrrolidinyl PNA developed by Vilaivan's group. It consists of a dipeptide building 

block deriving from a nucleobase-modified proline and a cyclic -amino acid spacer (Figure 

2).11 This PNA system can be easily synthesized in a modular fashion on a solid support 

using the solid-phase peptide synthesis (SPPS) method. Pyrrolidinyl PNA shares similar 

properties to aegPNA but it binds to DNA targets more strongly and with higher specificity 

due to its rigid structure. However, like other PNA systems, pyrrolidinyl PNA is an 

uncharged molecule, which results in low water solubility and non-specific binding to 

molecules such as proteins, lipids, plastics, or other PNA molecules.12 

 

 
 

Figure 2. Evolution of pyrrolidinyl PNA structures over a period of two decades. 

 

 Zwitterions carrying both positive and negative charges within the same structure 

have been used to solve the problems of low water solubility and nonspecific interactions for 

many types of molecules. In previous work, only zwitterionic DNA was reported.13-15 These 

zwitterionic DNAs exhibited stronger binding with DNA or RNA targets than original DNA 

because the total charge of zwitterionic molecules was neutralized and the unfavorable 

electrostatic repulsion between phosphate groups of the original DNA was reduced. 

Moreover, zwitterionic polymers exhibit interesting properties, such as lowering nonspecific 

interactions.16-18 This study aims to modify the structure of the original pyrrolidinyl PNA 

molecules into zwitterionic pyrrolidinyl PNA to address the problem of low water solubility 

and nonspecific aggregation mentioned above without compromising the binding affinity and 

specificity towards its DNA target. 
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Methodology:  

Materials 

All organic reagents and solvents were purchased from TCI, Merck, Sigma-Aldrich, 
and RCI Labscan and used without further purification. Oligonucleotides were purchased 

from Integrated DNA Technologies, and starting materials for pyrrolidinyl PNA synthesis 

were a gift from Synna Science. 1H and 13C NMR spectra were obtained on a JEOL JNM-

ECZ500/S1 500 MHz NMR spectrometer. Thin-layer chromatography (TLC) was conducted 

on Merck® aluminum-backed 0.2 mm thick silica gel 60 F254 plates, Germany. The 

zwitterionic pyrrolidinyl PNA was characterized by a JEOL JMS-S3000 SpiralTOF™-plus 

3.0 mass spectrometer. Purification of the zwitterionic pyrrolidinyl PNA was carried out on a 

Shimadzu Nexera Prep (HPLC Preparative System) and the purity of zwitterionic 

pyrrolidinyl PNA was verified by Shimadzu Nexera high-performance liquid 

chromatography (HPLC). The solubility and DNA binding properties of the zwitterionic 

pyrrolidinyl PNA were studied by Thermo Scientific NanoDrop™ 2000/2000c 

spectrophotometer, and Cary 100 Bio UV-vis spectrophotometer. 

 

Synthesis of zwitterionic monomers 

Synthesis of isopropyl ethenesulfonate (1) 
To a solution of 2-chloroethanesulfonyl chloride (0.30 mL, 2.9 mmol) in 

dichloromethane (DCM) 2 mL was added isopropanol (0.20 mL, 2.6 mmol) at -10 C and the 

solution of pyridine (0.4 mL, 5.0 mmol) in dichloromethane (DCM) 2 mL was added 

dropwise in the reaction mixture at -10 C. The reaction mixture was stirred at -10 C for 2 h 
before warming to room temperature and the stirring was continued for 30 min. The reaction 

progress was monitored by thin-layer chromatography (10% EtOAc/Hexanes (Rf = 0.48; 

KMnO4). After completion, the reaction was quenched with 10% HCl, extracted with water, 

washed with brine, and dried over anhydrous Na2SO4. Then, the crude mixture was purified 

by column chromatography to give compound 1 as a pale-yellow oil (245.6 mg, 58%). 1H 

NMR (500 MHz, CDCl3) δ 6.55 (dd, J = 16.6, 10.0 Hz, 1H), 6.40 (d, J = 16.6 Hz, 1H), 6.07 

(d, J = 9.9 Hz, 1H), 4.80 (sept, J = 6.3 Hz, 1H), 1.40 (d, J = 6.2 Hz, 6H). 13C NMR (126 

MHz, CDCl3) δ 133.8, 129.2, 77.8, 23.1. 

 

Synthesis of isopropyl 2-(2-hydroxyethoxy)ethane-1-sulfonate (2) 

 To a suspension of potassium tert-butoxide (60 mg, 0.5 mmol) in dry tetrahydrofuran 

(THF) 2 mL and dropwise the mixture of isopropyl ethenesulfonate (1) (377.3 mg, 2.51 

mmol) and ethylene glycol (0.10 mL, 5.02 mmol) in dry tetrahydrofuran (THF) 2 mL. The 

reaction mixture was stirred at 0 C for 10 min before cooling to room temperature and 

continued stirring for 18 h. The reaction progress was monitored by thin-layer 

chromatography (100% EtOAc (Rf = 0.62; KMnO4). After completion of the reaction, the 

crude mixture was concentrated in vacuo and purified by column chromatography to give 

compound 2 as a pale-yellow oil (374.3 mg, 70%). 1H NMR (500 MHz, CDCl3) δ 4.99 (sept, 

J = 6.3 Hz, 1H), 3.94 (t, J = 6.1 Hz, 2H), 3.74 (t, J = 6.1 Hz, 2H), 3.62 (t, J = 6.1 Hz, 2H), 

3.37 (t, J = 6.1 Hz, 2H), 1.43 (d, J = 6.3 Hz, 6H). 13C NMR (126 MHz, CDCl3) δ 77.3, 72.6, 

64.8, 61.7, 51.6, 23.3.  
 

Synthesis of isopropyl 2-(2-oxoethoxy)ethane-1-sulfonate (3) 

 To a solution of 2-iodoxybenzoic acid (IBX) (197.4 mg, 0.71 mmol) in acetonitrile 1 

mL, then the reaction was stirred under reflux for 10 min and added isopropyl 2-(2-

hydroxyethoxy)ethane-1-sulfonate (2) (100 mg, 0.47 mmol) and continued stirring for 2 h. 
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Subsequently, the reaction mixture was followed by thin-layer chromatography (50% 

EtOAc/Hexanes (Rf = 0.22; KMnO4, 2,4-DNP). Then, the crude mixture was concentrated in 

vacuo to remove acetonitrile, added dichloromethane (DCM) in the crude mixture. The 

reaction was quenched and extracted with saturated NaHCO3 and purified by column 

chromatography to give compound 3 as a pale-yellow oil (84.5 mg, 85%). 1H NMR (500 

MHz, CDCl3) δ 9.70 (s, 1H), 5.04 – 4.93 (m, 1H), 4.19 (s, 2H), 3.99 (t, J = 6.3 Hz, 2H), 3.43 

(t, J = 6.3 Hz, 2H), 1.42 (d, J = 6.1 Hz, 6H). 13C NMR (126 MHz, CDCl3) δ 199.2, 77.6, 

76.7, 65.6, 51.4, 23.3. 

 

Synthesis of zwitterionic pyrrolidinyl PNA (Figure 3) 

The pyrrolidinyl PNA (acpcPNA) with apc modification was synthesized from the 

pyrrolidinyl PNA building blocks following a previously published protocol.19 The acpc 

space was replaced with apc at one or more specified positions by substitution Fmoc-(1S,2S)-

2-aminocyclopentane carboxylic acid pentafluorophenyl ester with (3R,4S)-Fmoc-3-amino-

N-trifluoroacetyl-pyrrolidine-4-carboxylic acid pentafluorophenyl ester. 

 

Modification of zwitterionic pyrrolidinyl PNA 

 For the zwitterionic modification of pyrrolidinyl PNA, the N-terminal Fmoc group 

was removed from the PNA on the solid support followed by N-acetylation. The nucleobase 

side chain protecting group as well as the Tfa protection of the apc residue was removed by 

treatment of the resin-supported PNA with 1:1 aqueous ammonia:dioxane at 65 C for 12 h. 

Next, the side-chain deprotected PNA was reacted with compound 1 or 3 as follows. 

1) Michael reaction (compound 1) 

 The resin-supported apc-modified acpcPNA (0.75 µmol) was soaked in a solution of 

isopropyl ethenesulfonate (1) (3.40 mg, 22.5 µmol) and DIEA (0.5 µL, 3 µmol) per number 

of apc-modified in 30 µL of anhydrous DMF at ambient temperature for 2 days.  

2) Reductive alkylation (compound 3) 

 The resin-supported apc-modified acpcPNA (0.75 µmol) was soaked in a solution of 

isopropyl 2-(2-oxoethoxy)ethane-1-sulfonate (3) (4.73 mg, 22.5 µmol) and acetic acid (3.0 

µL, 45.0 µmol) per number of apc-modified in 30 µL of methanol at ambient temperature for 

1 h. Next, sodium cyanoborohydride (NaBH3CN) (1.4 mg, 22.5 µmol) per number of apc-

modified was added in the mixture solution and the reaction was continued at ambient 

temperature for 2 days 

 After the modification, the zwitterionic pyrrolidinyl PNA was then cleaved from the 

resin by treatment with trifluoroacetic acid (TFA) and precipitated by ether to give the crude 

zwitterionic pyrrolidinyl PNA as a white fluffy solid. This was further purified by reverse 

phase HPLC and characterized by MALDI-TOF MS (see Materials section). 
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Figure 3. Synthesis of zwitterionic pyrrolidinyl PNA 

 

Results and Discussion: 

 We propose the aminoalkylesulfonate group as a modifier for pyrrolidinyl PNA 

because it carries a zwitterionic group that should improve poor water solubility and reduces 

nonspecific interactions. To install the zwitterionic aminoalkylsulfonate group, the reactive 

monomers (compounds 1 and 3) whereby the sulfonate group was protected with the 

isopropyl group20 were first synthesized and then reacted with the pyrrolidinyl PNA that had 

been modified by replacement of one or more 2-aminocyclopentanecarboxylic acid (acpc) 

spacer with the aminopyrrolidine carboxylic acid (apc) spacer.21 The nucleophilic nitrogen 

atom on the apc spacer reacted with the vinyl sulfonate (compound 1) through Michael 

addition and with the aldehyde group in compound 2 through the reductive alkylation in the 

presence of NaBH3CN. The modification processes were carried out while the PNA was still 

attached to the solid support, transforming it into zwitterionic pyrrolidinyl PNA (Figure 4). It 

was planned to synthesize pyrrolidinyl PNA sequences that were modified with one and 

multiple zwitterionic groups to study the effect of the number and position of the modifiers. 

The zwitterionic pyrrolidinyl PNA was cleaved from the resin by treatment with TFA, which 

also resulted in the simultaneous removal of the isopropyl protecting group. All PNA 

sequences were purified by HPLC and characterized by MALDI-TOF MS. In all cases, the 

observed mass was consistent with the expected structure, and moderate or low percentage 

yields were obtained especially for multiple modifications possibly due to the incomplete 

reaction between the modifier and the PNA molecules (Table 1). 
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Figure 4. Attachment of the sulfonate group on the nitrogen atom of apc-modified PNA 

 

 

Table 1.  

Base sequence and MALDI-TOF spectrometric of zwitterionic pyrrolidinyl PNA. 

PNA Sequence (N → C)a Modifier 

(x) 

m/z 

(calcd.)b 

m/z 

(found)c 

%yieldd 

PNA1 Ac-GTAGATCACT-LysNH2 none 3581.8086 3580.5012 15.8 

PNA1-vinyl Ac-GTAGATCACT-LysNH2 vinyl 3706.0908 3710.3410 40.2 

PNA1-ald Ac-GTAGATCACT-LysNH2 ald 3750.1438 3754.4217 6.9 

PNA2 Ac-GTAGATCACT-LysNH2 none 3583.7848 3582.5335 23.3 

PNA2-vinyl Ac-GTAGATCACT-LysNH2 vinyl 3885.1910 3884.4323 7.1 

PNA2-ald Ac-GTAGATCACT-LysNH2 ald 4017.3500 4016.6003 1.1 
aThe acpc spacer at the underlined position was replaced with apc spacer. 
bAverage mass of M + H+ (PNA2-vinyl and PNA2-ald), M + Na+ (PNA1 and PNA2), and M 

+ K+ (PNA1-vinyl and PNA1-ald) 
cMALDI-TOF MS 
dIsolated yield after HPLC purification, spectrophotometrically determined 

 

 Thermal denaturation experiments provided the melting temperature (Tm) value that 

indicated the strength of binding of the PNA with its DNA target. The higher the Tm, the 

more stable the PNA·DNA duplexes. PNA·DNA duplexes typically exhibit higher thermal 

stabilities than the corresponding DNA·DNA duplexes, which is attributed to the absence of 

unfavorable electrostatic repulsion between the negatively charged phosphate groups in the 

DNA backbones. The Tm values were determined at neutral, basic, and acidic pH as the 

charge in zwitterionic PNA might be sensitive to the pH change.  

At pH 7.0, the unmodified apcPNAs (PNA1 and PNA2) showed large Tm values 

approximately 58.2 and 63.2 C, indicating strong binding with complementary DNA. The 

PNA with 3x apc modifications gave higher Tm due to the favorable electrostatic interaction 

between the positively charged nitrogen atom on the apc residue and the negatively charged 

phosphate group of DNA. In contrast, the modified apcPNAs (PNA1-vinyl, PNA1-ald, 
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PNA2-vinyl, and PNA2-ald) bearing one or three zwitterionic aminoalkylsulfonate groups 

with different linker lengths (Figure 4) at the same pH showed Tm value of approximately 

48.6, 48.6, 43.7, and 44.8 C. Disappointingly, the Tm values of all zwitterionic apcPNAs 

were lower than those of the unmodified apcPNAs by −9.7, −9.7, −19.5, and −18.7 C, 

respectively. This decrease in Tm is likely due to the repulsion between the negatively 

charged sulfonate groups on the modified apcPNAs and the negative charges on the DNA 

phosphate backbone, similar to the behavior seen in original DNA·DNA duplexes. 

 At low pH (pH 4.0), the hybrids between unmodified apcPNAs (PNA1 and PNA2) 

and DNA showed Tm values of approximately 61.2 and 90 C, respectively, and modified 

apcPNAs (PNA1-vinyl, PNA1-ald, PNA2-vinyl, and PNA-ald) have Tm values of 

approximately 48.6, 54.4, 48.6, and 55.4 C, respectively. These values indicate stronger 

binding with complementary DNA at pH 4.0 compared to pH 7.0. This is due to the favorable 

electrostatic interaction between the positive charge from the protonated NH+ groups of the 

apc spacer in PNA1 (one apc modification) and PNA2 (three apc modification) under acidic 

conditions and the negative charge of the phosphate groups in the DNA molecules. However, 

at pH 4.0, the sulfonate group in the zwitterionic PNAs (PNA1-vinyl, PNA1-ald, PNA2-

vinyl, and PNA2-ald) may still be in the unprotonated forms due to the low pKa of the 

sulfonic acid at approximately 2. Thus, some electrostatic repulsion with the phosphate 

groups of the DNA molecules still exists, resulting in the lower Tm values observed for 

modified apcPNAs compared to unmodified apcPNAs. 

At high pH (pH 11.0), the results show that neither unmodified apcPNAs (PNA1 and 

PNA2) nor modified apcPNAs (PNA1-vinyl, PNA1-ald, PNA2-vinyl, and PNA2-ald) were 

able to show proper Tm values. At high pH, the Watson-Crick base pairing would have been 

destabilized, which adversely affects the stability of the duplexes. 

 
Table 2.  

Thermal melting (Tm) data of zwitterionic pyrrolidinyl PNA. 

PNA Modifier 

(x) 
Tm (C)a,c Tm (C)b,c Tm (C)d 

pH 

4.0 

pH 

7.0 

pH 

11.0 

pH 

4.0 

pH 

7.0 

pH 

11.0 

pH 7.0 

PNA1 none 61.2 58.2 25.4 51.4 53.4 27.3 32.1 

PNA1-vinyl vinyl 48.6 48.6 24.4 47.7 43.7 <20 <20 

PNA1-ald ald 54.4 48.6 <20 47.7 47.7 <20 <20 

PNA2 none 90 63.2 34.1 52.5 54.4 30.2 <20 

PNA2-vinyl vinyl 48.6 43.7 <20 44.8 45.7 27.2 <20 

PNA2-ald ald 55.4 44.8 <20 47.7 47.7 29.3 <20 
aCondition: 10 mM sodium phosphate buffer pH 4.0, 7.0 and 11.0, 0 mM NaCl, [PNA] = 1.0 

µM and [DNA] = 1.0 µM 
bCondition: 10 mM sodium phosphate buffer pH 4.0, 7.0 and 11.0, 100 mM NaCl, [PNA] = 

1.0 µM and [DNA] = 1.0 µM 
cWith complementary DNA (5’-AGTGATCTAC -3’) 
dWith single mismatch DNA (5’-AGTGCTCTAC -3’) 

 

 PNA generally forms a stable hybrid with its complementary DNA target regardless 

of salt concentrations due to the uncharged backbone. In contrast, DNA exhibits strong 

binding with its DNA target at high salt concentrations because the Na+ ions from salt 

neutralize the negative charges on the phosphate groups of DNA, effectively reducing 
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repulsion. Salt concentration may therefore have a significant effect on the zwitterionic 

molecules, which contain both positive and negative charges within the same structure. As a 

result, the charges from lone pair electrons on the N-atom of unmodified apcPNAs (PNA1 

and PNA2) at pH 7.0 are neutralized by Cl- ions from salt, leading to lower Tm values of 

approximately −4.8 and −8.8 C compared to the Tm values in the absence of salt. However, 

modified apcPNAs (PNA1-vinyl, PNA1-ald, PNA2-vinyl, and PNA-ald) with negative 

charges from sulfonate groups are stabilized by Na+ ions. Among these, the triply modified 

zwitterionic PNA (PNA2-vinyl and PNA2-ald) exhibit stronger binding with DNA targets, 

with Tm values approximately +2.0°C and +2.9°C, respectively. 

 Under acidic conditions, more or less the same Tm values were observed for the 

zwitterionic PNA. However, the Tm for unmodified apcPNAs were much lower than in the 

absence of salt indicating the important contribution of the electrostatic interaction that is 

suppressed at high salt concentrations. Interestingly, low but noticeable Tm values were also 

observed at high salt concentrations for both zwitterionic and unmodified PNA. The sequence 

specificity was also further confirmed by measuring the Tm of unmodified and modified 

apcPNAs with a single mismatch DNA target carrying a cytosine base in place of adenine at 

the middle position. We observed that both unmodified and modified apcPNAs still 

demonstrate excellent sequence specificity as shown by very low or total absence of 

measurable Tm (<20 C) in all cases. 

 

Table 3.  

Water solubility of zwitterionic pyrrolidinyl PNA. 

PNA Modifier 

(x) 

Saturated concentration 

(mM)a 

Saturated concentration 

(mg/mL) 

PNA1 none 3.3  0.03 11.8  0.1 

PNA1-vinyl vinyl 3.5  0.03 12.7  0.1 

PNA1-ald ald 3.7  0.03 13.7  0.1 

PNA2 none 3.6  0.04 12.7  0.2 

PNA2-vinyl vinyl 3.7  0.06 14.4  0.2 

PNA2-ald ald 1.8  0.02 7.3  0.1 
aSpectrophotometrically determined by Nanodrop 2000 

 

 Next, the water solubilities of unmodified and modified apcPNAs were compared by 

adding a minimal amount of water until reaching saturation followed by centrifugation, and 

the concentration was determined spectrophotometrically (Table 2).22 The saturated 

concentrations for all PNA were more or less the same with or without the zwitterionic 

modifications. However, the use of apc-modified PNA as a comparator may not be 

appropriate since they also contain charged groups which should also improve the solubility 

of the PNA. What can be concluded from the currently available data is that the zwitterionic 

PNA can dissolve in water to millimolar concentrations that are considered very high since 

most applications require PNA concentrations in the micromolar ranges or lower. 

Nevertheless, future studies should aim to compare the solubility of zwitterionic PNA with 

unmodified acpcPNA and to study the impact of the modification on the reduction of non-

specific interaction by other means. 

 In previous modifications of acpcPNA, only the cationic-modified PNA backbone     

(-OH, -NH2, and guanidine) was reported.23 These cationic acpcPNAs exhibit excellent 

binding properties with DNA target, improved water solubility approximately 10-fold 

compared with unmodified acpcPNA, and enhanced cell permeability without carrier 

molecules due to increased positive charges of cationic-modified PNAs. The zwitterionic 
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PNA developed in this work formed less stable hybrids but still retained good specificity 

towards complementary DNA targets. For water solubility, the saturated concentrations of the 

zwitterionic PNA were somewhat lower than the cationic PNA, but the effects on reduced 

non-specific binding remained to be evaluated. 

 

Conclusion:   

 In summary, we successfully synthesized zwitterionic acpcPNA by the reaction of 

apc-modified acpcPNA with sulfonate-containing modifiers including isopropyl 

ethenesulfonate (compound 1) and isopropyl 2-(2-oxoethoxy)ethane-1-sulfonate (compound 

3) through Michael addition and reductive alkylation, respectively. DNA binding studies of 

the zwitterionic PNAs revealed that they bind strongly to the complementary DNA target at 

neutral or acidic pH, albeit with lower stability than the apc-modified acpcPNA without the 

zwitterionic modification both in the absence and presence of salt. Additionally, the 

zwitterionic PNAs exhibit excellent sequence specificity. Regarding water solubility, it is not 

yet possible to conclude that the zwitterionic PNAs show improved solubility due to the 

selection of inappropriate comparators. 
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Abstract:  

Epigallocatechin-3-gallate (EGCG) is the primary component of green tea extract and is 

naturally unstable. It can easily convert into a dark-colored material under alkaline and high-

temperature conditions. Here we focused on investigating how the pH affects the conversion 

of EGCG into dark-colored materials. Our UV/VIS absorption spectra of reaction mixtures 

showed that alkaline conditions (pH 9) gave darker materials as compared to the acidic 

condition (pH 3). Gel electrophoresis revealed variations in molecular sizes among products 

from different pH conditions. Solubility tests indicated that the dark-colored material 

dissolves in water and some polar organic solvents.  

 

Introduction:  

Green tea has long been used as a safe medicinal herb worldwide, and it is made from the 

leaves of Camellia sinensis 1. In green tea, the main constituents are polyphenol compounds 

(24-36% dry weight) 2. Among these polyphenols, catechins are of particular interest due to 

their extensive health benefits, including anticancer, antioxidant 3,  anti-bacterial 4, anti-

diabetic 5, anti-radiation 6, anti-viral 7, and anti-tumor 8, properties. The most abundant and 

biologically active catechin in green tea is (-)-epigallocatechin-3-gallate (EGCG) 9. 

Despite its therapeutic benefits, EGCG is naturally unstable, particularly in alkaline 

environments exposed to oxidation. This instability is caused by its hydroxyl groups at 

carbons 3′, 4′, and 5′ of the B ring (3′ 4' 5′-OH) and the gallate moiety of EGCG, which result 

in the generation of oxidized products and subsequent polymerization and the formation of 

the large molecule into dark-colored materials 10. 

The change in color of EGCG into a dark-colored material is particularly interesting 

due to its potential application as a natural colorant 11. This transformation occurs through a 

complex process of oxidation and polymerization, which changes the color and increases the 

material's stability 12. 

In this study, we synthesize and characterize a dark-colored material from EGCG. We 

aim to understand the chemical transformation under different pH conditions.  

 

Methodology:  

Synthesis of Dark-Colored Material   

The preparation of dark color material followed by the previous method with some 

modification 13. 33 g of (EGCG) was dissolved in 30 ml of phosphate buffer saline (PBS, 0.1 

M, pH 9). The solution was set to various pH conductions (pH 3, 7, and 9) by sodium 

hydroxide (NaOH). To induce auto-oxidation and polymerization, the solution was refluxed 

at 100°C for two weeks. Finally, the crude reaction mixtures were dried at ambient 

temperature under moisture control.  

Spectral analysis of dark-colored material 

Dark-colored material was diluted 100-fold with distilled water. Optizen POP 

spectrophotometer (GABTI CO., LTD. KOREA) measures the sample from 335 to 800 nm. 

Solubility tests of Dark-Colored material in organic solvent 
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Water, dimethylformamide, dimethyl sulfoxide, methanol, ethanol, acetone, ethyl 

acetate, chloroform, hexane, and dichloromethane were used to test solubility at room 

temperature. 5 mg of dark-colored crude reaction mixture was added to each solvent and 

stirred at 800 rpm for 4 minutes.  

Structural Elucidation of Dark-Colored material with 1D and 2D NMR 

The samples were subjected to 1H NMR, 13C NMR, COSY, HSQC, and HMBC 

spectra were recorded with JEOL JNM-ECZ500R/S1 NMR spectrometers operating at 500 

MHz for 1H or 125 MHz for 13C nuclei.  

Gel Electrophoresis  

Dark-colored reaction mixtures were compared by gel electrophoresis to determine 

molecular size. A 0.8%wt gel was obtained from 0.2 g agarose in 25 mL of 1x TAE (Tris-

acetate-EDTA) buffer at pH 8.0. Agarose was dissolved in water under 100 ℃ and put into a 

gel casting tray. The gel was cooled down to room temperature for 30 minutes. 250 mg dark-

colored material was dissolved in 1 ml 0.01 M PBS buffer, pH 7.4. To load each sample, 20 

µL of dark-colored material solution was mixed with 60 µL glycerol and 40 µL PBS, and 

placed in (6x10x0.5cm) agarose gel wells. 

The electrophoresis was done at ambient temperature in 0.005 M TAE buffer, pH 8.0. 

25 minutes of 100 V constant voltage electrophoresis were monitored. For analysis, the gel 

was photographed immediately after the run.  

 

Results and Discussion: 

The synthesis and characterization of dark-colored material 

Figure 1 (A, B, C) demonstrates the UV/VIS spectra of dark-colored materials 

synthesized from EGCG at various pH levels. The absorption profiles of dark-colored 

materials synthesized from EGCG at various pH levels (3, 7, and 9) exhibit variations in the 

UV-Vis spectrum, demonstrating the influence of pH on the polymerization process14. A 

broad absorption band around 400–535 nm is observed in the material at pH 3, indicative of 

highly conjugated polymeric structures formed through extensive auto-oxidation and 

polymerization under acidic conditions. A slight shift in the absorption profile towards higher 

wavelengths with more defined peaks at pH 7 suggests the formation of specific 

chromophores. This shift is attributed to a balanced environment that facilitated controlled 

oxidation and polymerization, resulting in a more organized polymeric structure. A higher 

degree of polymerization and the formation of larger conjugated structures under alkaline 

conditions are suggested by the darker appearance of the material at pH 9, which exhibits the 

most pronounced absorption with peaks further shifting towards the visible range (~490–640 

nm). The significance of pH in determining the extent and nature of polymerization in EGCG 

is highlighted by these findings, which indicate that alkaline pH levels facilitate the formation 

of darker materials and more pronounced conjugation 15. 

 Gel electrophoresis demonstrates the molecular size distribution of dark-colored 

materials synthesized at various pH levels (pH 3, 7, and 9) as shown in Figure 1 (D). The 

broad and diffuse band at pH 3 suggests the presence of larger compounds or a heterogeneous 

mixture of high-molecular-weight compounds, which exhibit limited migration due to their 

size. At pH 7, the band is more concentrated and extends further, indicating that the material 

is composed of smaller, more uniform compounds with a consistent molecular weight. At pH 

9, the material comprises smaller compounds or a highly homogeneous low molecular weight 

compound when the darkest and most compact band migrates. The pH 9 material exhibits the 

most consistent molecular size distribution and the lowest molecular weight, indicating that 

higher pH levels promote the formation of smaller, more uniform molecular structures 16. 
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The two compounds, theasinensin, and oolongtheanin (Figure 3), were identified from 

the crude reaction mixture of the dark-colored material. Their structures were confirmed 

through ¹H NMR, ¹³C NMR, COSY, HSQC, and HMBC analyses. 

The chemical shifts of the 13C and 1H atoms are presented in Table 1, with atom numbering 

corresponding to the structure shown in (Figure 3). The data from the NMR analysis of 

theasinensin and oolongtheanin allow for direct comparison with previously reported findings 

in the literature 17, enhancing the structural interpretation of these compounds. In the HMBC 

analysis of oolongtheanin, key correlations were observed involving the C2-H of Ring (C) 

with various carbons of Ring (B), including C1 (132.1 ppm), C2 (124.1 ppm), and C6 (106.0 

ppm). Additionally, another significant correlation was noted between the C2-H of Ring (C') 

and various carbons of Ring (B'), specifically C1 (156.7 ppm), C2 (129.3 ppm), and C5 (51.1 

ppm).  

The absence of the 1H signal at position C2 of Ring (B) further supports the coupling 

between Rings (B) and (B’), particularly in theasinensin. Due to the repeating polymeric units 

in theasinensin, the chemical shifts of Ring (B') are identical to those of Ring (B), and 

similarly, the shifts of Rings (A', C', and D') are identical to those of Rings A, C, and D, 

respectively. 

 

 
 

Figure 1: UV/VIS spectra of dark-colored material; (A) pH 3, (B) pH 7, (C) pH 9, and (D) 

indicate the gel electrophoresis of dark-colored materials synthesized at different pH levels. 
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Table 1: 13C (125 MHz) and 1H (500 MHz) NMR data for theasinensina and oolongtheanin 

in (d6 – acetone) 

Ring system 
Theasinensin    Oolongtheanin 

No 13C 1H HMBC (1H to 13C) 13C 1H HMBC (1H to 13C) 

Ring C 

2  77.7  5.06  
ring (C)3,4 

77.7  
5.06 ring(C) 1,2,5,6 

ring (B) 1, 6, 3  ring (B) 3,4 

3 68.8 5.52 ring (C) 2, 4 68.8 5.52 ring (C) 2,4 

4  27.2  3.02  
ring (C) 3, 2, 4a 

27.1  
3.02 ring (C) 3, 2, 4a 

ring (A) 8a, 5  ring (A) 8a, 5 

4a 98.1 ----- ----- 98.1 ----- ----- 

Ring A 

5 157 ----- ----- 157 -----  

6  95.4  5.98  
ring (C) 4a 

95.4  
5.98 ring (C) 4a 

ring (A) 5, 7, 8  ring (A) 5, 7, 8 

7 157 ----- ----- 157 ----- ----- 

8 95.3 6.06 ring (A) 6, 7, 8a 95.3 6.06 ring (A) 6, 7, 8a 

8a 156.0 ----- ----- 156.0  -----   

Ring B 

1 132.1 ----- ----- 131.1 ----- ----- 

2 112 ----- ----- 124.1 ----- ----- 

3 146.2 ----- ----- 145.8 ----- ----- 

4 132.3 ----- ----- 132 ----- ----- 

5 146.1 ----- ----- 145.8 ----- ----- 

6 106 6.63 ring (B) 2, 3, 4, 5 106 6.63 ring (B) 2,3,4 

Ring D, D' 

G1 122 ------  122 ------  

G2 109.3 7.05 ring (D) G1, 3, 4, 5, 7 109.3 7.05 ring (D) G1, 3, 4, 5, 7 

G3 145 ----- ----- 145 ------ ----- 

G4 138 ----- ----- 138 ------ ----- 

G5 145 ----- ----- 145 ------ ----- 

G6 109.3 7.05 ring (D) G1, 2, 4, 5, 7 109.3 7.05 ring (D)G1, 2, 4, 5, 7 

G7 165 ----- ----- 165 ------  ----- 

Ring B' 

1'   

Due to the polymeric 

structure and repeating unit 

the chemical shift of the 

ring B and B' is identical 

156.7 ------ ----- 

2'    129.3 6.26 ----- 

3'    199 ------ ----- 

4'    94.2 ------ ----- 

5'       51.1 ------ ----- 

Ring C' 2'     

Due to the polymeric 

structure and repeating unit 

the chemical shift of the 

ring C and C' is identical 

78.1 5.11 ring (B') 1,2,5 

        

Due to the polymeric structure and the repeating units being the same, the chemical shift of 

rings A and A' remain identical. 
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Figure 2: HMBC and COSY correlations of theasninensin and oolongtheanin 

 

Solubility of dark-colored material 

The results of the solubility test, as shown in Figure 3, demonstrate that the dark-

colored material dissolves in water and polar organic solvents such as dimethylformamide, 

dimethyl sulfoxide, methanol, ethanol, and acetone. It is partially soluble in ethyl acetate and 

does not dissolve in non-polar solvents such as chloroform, hexane, and dichloromethane. 

 

 
 

Figure 3: solubility of dark-colored material in organic solvents. 
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Conclusion:  

In this study, the dark-colored materials were synthesized by refluxing EGCG in 

phosphate buffers at pH conditions 3, 7, and 9. UV absorption spectral analysis revealed that 

the alkaline conditions produced the darkest-colored materials. From the solubility test, the 

result shows that the dark-colored material was soluble in polar organic solvent. Gel 

electrophoresis indicates that EGCG polymerized at pH 3 to form larger molecular size 

compounds with light color, while at pH 7 and 9 the polymerization induced smaller 

molecular size with darker color. 2-D NMR analyses of the materials indicate the presence of 

theasniensin and oolongthanin substructure in the polymerized materials.  
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Abstract:  

Dengue virus has been recognized as a significant leading cause of viral disease globally, and 

no anti-dengue drug has passed clinical tests. The SAM binding site in the NS5 

methyltransferase (MTase) domain presents a promising target for new drug development. 

Previous studies identified NSC 140047 as a potent MTase inhibitor, with a 2,3-

dioxopyrrolidine moiety interacting with key residues in MTase. Building on this, we 

designed and synthesized novel 2,3-dioxopyrrolidine derivatives with varied substitutions to 

explore their potential as anti-dengue agents. 2,3-Dioxopyrrolidine derivatives were 

synthesized through Michael addition of tert-butyl acrylate and amine followed by refluxing 

with diethyl oxalate to form the 2,3-dioxopyrrolidine carboxylate as the key intermediate. 

Knoevenagel condensation with variations of benzaldehydes under acidic conditions yielded 

the novel 2,3-dioxopyrrolidine derivatives, which were characterized using 1H and 13C NMR 

spectroscopy. The anti-dengue activity was determined by an enzymatic assay against 

DENV2-MTase. Among the compounds tested, compound 2 showed the most potent activity 

with 95% inhibition at 50 μM. These findings indicated that the hydroxy moiety of the 

derivative might play an important role in their anti-dengue activity. Moreover, none of the 

compounds showed high toxicity to the Vero cells.  

 

Introduction:  

The Dengue virus (DENV) poses a significant global challenge due to its persistence 

and the substantial disease burden it imposes, with approximately 400 million people infected 

worldwide, resulting in several million deaths.1 Due to the presence of five different 

serotypes of DENV, it becomes challenging to find the clinically antiviral medication for this 

disease.2,22 In their search to create a therapy for this disease, scientists have identified 

methyltransferase (MTase) as one of the potential targets. It plays an important role in the 

early stage of DENV replication, which catalyzes the methyl transfer from S-adenosyl-L-

methionine, to form the caps of the mRNA at the N7 of guanine and the 2'-O of the first 

ribonucleotide.3,4 However, the presence of MTases in humans presents the most significant 

barrier in terms of selectivity.5 

Several studies have reported some SAH derivatives with exceptionally low IC50 

values against DENV MTase, but these derivatives face several issues such as low stability, 

poor bioavailability, and lack of selectivity.6,7 Additionally, the complexity of synthesizing 

SAH derivatives presents a barrier to discovering new anti-dengue drugs from these analogs. 

8 To overcome these challenges, various strategies have been explored, including structure-

based virtual screening. In 2010, Podvinec et al. performed a large-scale virtual screening of 

commercially available compounds against DENV MTase.9 After high throughput docking, 
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selected compounds were assayed against MTase, and hits with IC50 values of less than 10 

μM were identified. Among these, NSC 140047 (Fig. 1) was shown to inhibit MTase at the 

SAM binding site with an IC50 of 4.4 μM. The structure of NSC 140047 includes a 2,3-

dioxopyrrolidine moiety at its central part, which interacts similarly to dihydroxyfuran in 

SAM through conventional hydrogen bonding with His110 and Glu111.10 However, other 

studies have shown that NSC 140047 does not bind strongly enough to the NS5 protein of 

DENV.9  

 

 
 

Figure 1. The structure of the hit compound and the design of novel 2,3-dioxopyrrolidine 

derivatives 

 

Since no one has further explored this promising scaffold for anti-dengue drug 

discovery yet, we considered using the NSC140047 which contains the 2,3-dioxopyrrolidine 

linker as the starting point. Considering the feasibility of the synthesis process, we propose to 

design a novel inhibitor using the 2,3-dioxopyrrolidine in NSC 140047 as the core scaffold 

and vary substituents at both sides of the ring (Fig. 1) to enhance interactions with the SAM 

binding site, enabling our compound to exhibit better interactions. The synthesized novel 

analogs were tested for their inhibitory activities against the dengue virus and their toxicity 

against normal cells. The structure-activity relationship (SAR) was established, which could 

be key to advancing dengue virus treatment. 

 

Methodology:  

General methods 

All reagents and solvents are ACS grade, and were purchased  from Sigma-Aldrich 

(St. Louis, MO, USA), and TCI Chemicals (Tokyo, Japan). All reactions were monitored by 

thin layer chromatography (TLC) using aluminum Merck TLC plates coated with silica gel 

60 F254 and column chromatography was performed using silica gel 60 (0.063-0.200 mm, 

70-230 mesh ASTM, Merck, Darmstadt, Germany). Structural elucidation with proton, 

carbon, and fluorine nuclear magnetic resonance (1H, 13C, and 19F NMR) was conducted 

using Jeol JNM-ECZ500/S1 (500 MHz). The synthetic route of 2,3 dioxopyrrolidine 

derivatives 1-4 is shown in Fig. 2. 

The procedure for the synthesis of intermediate compounds 

Synthesis of tert-butyl 4,5-dioxo-1-phenethylpyrrolidine-3-carboxylate (Int-1) 

A mixture of phenylethylamine (645 µL, 5.0 mmol, 1.0 equiv.), and tert-butyl 

acrylate (735 µL, 5.0 mmol, 1.0 equiv.) in EtOH (2.5 mL) was stirred at room temperature 

for 16 hours. Diethyl oxalate (690 µL, 5.0 mmol, 1.0 equiv.) and 5M sodium methoxide 1 mL 

solution was added. The mixture was stirred under reflux conditions for 1.5 hours. The 

volatiles were removed in vacuo. The crude product was diluted with H2O (5 mL) and the pH 

of the mixture was adjusted to 1 by adding concentrated HCl. The mixture was filtrated to 

afford Int-1 as a white solid (1.318 g, yield 87%).  1H NMR (500 MHz, CDCl3) δH 7.32-7.19 
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(m, 5H), 3.82 (d, J = 8.7 Hz, 1H), 3.80 (s, 2H), 3.73 (dd, J = 8.4, 6.6 Hz, 2H), 2.92 ( dd, J = 

8.3, 6.7 Hz, 2H) ), 1.52 (s, 9H).  
Synthesis of tert-butyl 4,5-dioxo-1-(2-(3-(trifluoromethyl)phenethyl)pyrrolidine-3-

carboxylate (Int-2) 

The title compound was synthesized according to the method for Int-1, using 2-(3-

(trifluoromethyl)phenylethylamine (160 µL, 1.0 mmol, 1 equiv.) as the amine source. Int-2 

was obtained as a white solid (0.285 g, yield 77%). 1H NMR (500 MHz, CDCl3) δH 7.52-7.33 

(m, 4H), 3.74 (s, 1H), 3.64 (t, J = 14.3 Hz, 2H), 2.91 (t, J = 12.6 Hz, 1H), 1.43 (s, 9H). 

 

The procedure for synthesis of 2,3-dioxopyrrolidine derivatives 

Synthesis of (E)-4-(4-methoxybenzylidine)-1-phenethylpyrrolidine-2,3-dione (1) 

A mixture of Int-1 (151 mg, 0.5 mmol, 1.0 equiv.), p-anisaldehyde (78 µL, 0.5 mmol, 

1.0 equiv.) in EtOH (0.5 mL)/ 20 % aq. HCl (2 mL) was heated at reflux for 14 h in an oil 

bath. After cooling down to room temperature, the reaction was extracted with EtOAc. The 

combined organic layers were washed with brine (3 mL) and H2O (15 mL) and dried with 

anh. Na2SO4, filtered, and the solvent was removed under reduced pressure to obtain the 

yellow crude. The pure product was isolated via silica gel column chromatography (eluent: 

1:1 hexanes: EtOAc v/v) to obtain 1 (46 mg, 33%) as a bright yellow solid. 1H NMR (500 

MHz, CDCl3) δH 7.63 (s, 1H), 7.37-7.38 (d, J = 8.8 Hz, 2H), 7.22-7.23 (m, 5H), 6.97 (d, J = 

8.8 Hz, 2H), 4.32 (s, 1H), 3.86-3.89 (t, J = 14.9 Hz, 2H), 3.03-3.06 (t, J = 7.5 Hz, 2H); 13C 

NMR (125 MHz, CDCl3) δC 182.9, 166.7, 162.5, 159.4, 137.4, 133.2, 128.9, 128.7, 126.9, 

124.9, 120.9, 115.1, 55.1, 48.9, 44.41,34.1; mp. 161.1-162.8 °C. 

Synthesis of (E)-4-(3-hydroxy-4-methoxybenzylidine)-1-phenethylpyrrolidine-2,3-dione 

(2) 

The title compound was synthesized according to the method for 1, using 3-hydroxy-

p-anisaldehyde (91 mg, 0.6 mmol, 1.0 equiv.) as the benzaldehyde source. The product was 

isolated via silica gel column chromatography (eluent: 3:7 hexanes: EtOAc v/v) to obtain 2 

(50 mg, 25%) as an orange solid. 1H NMR (500 MHz, DMSO-d6) δH 6.50 (s, 1H), 6.31-6.34 

(m, 5H), 6.22-6.25 (m, 1H), 6.19 (s, 1H), 6,18 (s, 1H), 5.94 (d, J = 8.6Hz, 1H), 3.57 (s, 1H), 

2.95 (s, 1H), 2.75-2.76 (t, J = 9.5Hz, 2H), 1.98-2.01 (t, J = 14.7Hz, 2H). 13C NMR (500 

MHz, DMSO-d6) δC 186.9, 161.0, 151.0, 148.5, 139.2, 137.3, 129.2, 129.0, 126.9, 126.7, 

125.5, 123.5, 116.7, 116.0, 56.2, 47.1, 45.2, 33.0; mp. 193.2-194.8 °C. 

Synthesis of (E)-4-(3,4-dimethoxybenzylidine)-1-phenethylpyrrolidine-2,3-dione (3) 

The title compound was synthesized according to the method for 1, 3-methoxy-p-

anisaldehyde (83 mg, 0.5 mmol, 1.0 equiv.) as the benzaldehyde source. The pure product 

was isolated via silica gel column chromatography (eluent: 1:1 hexanes: EtOAc v/v) to obtain 

3 (42 mg, 29%) as a bright yellow solid. 1H NMR (500 MHz, CDCl3) δH 7.60 (s, 1H), 7.21-

7.33 (m, 5H), 7.04 (dd, J = 8.4, 2.0 Hz, 1H)), 6.93 (d, J = 8.4 Hz, 1H), 6.81 (d, J = 2.0 Hz, 

1H), 4.25 (d, J = 2.0 Hz, 2H), 3.95 (s, 1H), 3.89 (t, J = 7.2 Hz, 1H), 3.86 (s, 1H), 3.04 (t, J = 

7.2 Hz, 1H). 13C NMR (125 MHz, CDCl3) δC 186.0, 161.3, 152.3, 149.4, 138.3, 138.2, 128.9, 

128.7, 127.0, 126.5, 125.9, 122.8, 113.7, 111.6, 56.2, 56.1, 47.9, 45.9, 33.8; mp. 161.1-161.8 

°C. 

Synthesis of (E)-4-(3,4-dimethoxybenzylidine)-1-(3 (trifluoromethyl)phenethyl 

pyrrolidine-2,3-dione (4) 

The title compound was synthesized according to the method for 1, 3-methoxy-p-

anisaldehyde (35 mg, 0.213 mmol, 1.0 equiv.) as the benzaldehyde source and Int-2 (79 mg, 

0.213 mmol, 1.0 equiv.) was used for this reaction. The pure product was isolated via silica 

gel column chromatography (eluent: 1:1 hexanes: EtOAc v/v) to obtain 4 (33 mg, 38%) as a 
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bright yellow solid. 1H NMR (500 MHz, CDCl3) δH 7.63 (s, 1H), 7.51-7.54 (m, 2H), 7.42-

7.48 (m, 2H), 7.07 (dd, J = 8.4, 2.1 Hz, 1H), 6.94 (d, J = 8.5 Hz, 1H), 6.87 (d, J = 2.1Hz, 1H), 

4.36 (s, 2H), 3.95 (s, 3H), 3.89-3.91 (t, J = 4.3Hz, 2H), 3.88(s, 3H), 3.09-3.12 (t, J = 14.5Hz, 

2H). 13C NMR (125 MHz, CDCl3) δC 185.7, 161.5, 152.5, 149.5, 138.9, 138.6, 132.3 (q, 2JC-F 

31.5 Hz), 129.4 (q, 1JC-F 272.2 Hz), 126.4, 125.7 (q, 3JC-F 2.52 Hz), 123.9, 122.6 (q, 3JC-F 2.52 

Hz), 114.1, 111.6, 56.22, 56.2, 56.1, 47.8, 45.6, 33.5. 19F NMR (471 MHz, CDCl3) δF -62.4; 

mp. 201.5-203.3 °C. 

 

Inhibition of DENV-2 MTase  

DENV-2 MTase inhibition assay was carried out following the protocols outlined in 

earlier studies (Boonyasuppayakorn & Padmanabhan, 2014; Loeanurit, et al., 2023).16,21 

 

Anti-Viral Activity and Cytotoxicity Assay 

Antiviral assay and cytotoxic screening were carried out following the protocols 

outlined in earlier studies (Srivarangkul et al., 2018; Suroengrit et al., 2017).11,12 

 

Results and Discussion:  

Chemical Synthesis 

Novel 2,3-dioxopyrrolidine derivatives (1-4) were synthesized according to the 

recently published work by Wang et al. in 2021,13 with some modifications (Fig. 2). This 

method involved a Michael addition between primary amines and excess tert-butyl acrylate in 

EtOH at room temperature, followed by cyclization with diethyl oxalate using NaOMe as a 

base, yielding 2,3-dioxopyrrolidine carboxylate intermediates, Int-1 and Int-2, with yields of 

77% and 87%, respectively. Finally, the modification of the C4 position of the 2,3-

dioxopyrrolidine linker was achieved by performing a Knoevenagel condensation with 

various benzaldehydes under acidic conditions (20% HCl). This reaction produced 

compounds 1-4, bearing methoxy and hydroxy groups on the phenyl ring. The reason for 

selecting specific substituents on benzaldehyde involves retaining the p-methoxy group found 

in the hit compound and introducing methoxy or hydroxy groups at the meta position to 

introduce more hydrogen bond donors/acceptors at the target site. 

Previous studies have reported yields for this reaction ranging from 35% to 80%. 

However, in this work, the yields of compounds 1-4 ranged from 25-38%. We hypothesized 

that the concentration of hydrochloric acid might be a factor influencing the yield. For the 

original concentration of acid (20% HCl), we observed that some starting material remained 

unreacted, as confirmed by TLC analysis, even after allowing the reaction to proceed for 14 

hours. When the HCl concentration was increased to 30%, the starting material was fully 

consumed. However, further increases in acid concentration resulted in product 

decomposition, as evidenced by a new spot appearing at the baseline on the TLC plate. This 

decomposition not only complicated the purification process but also further reduced the 

overall yield. These findings underscore the importance of carefully optimizing the acid 

concentration to achieve a balance between complete reaction and minimal decomposition.17 

Additionally, the substituents on the benzaldehyde are also likely influence the yield. 

Electron-donating groups such as methoxy and hydroxyl groups used in this study, can 

reduce the reactivity of the carbonyl group, potentially lowering yields. Conversely, electron-

withdrawing groups can enhance the electrophilicity of the aldehyde, typically resulting in 

higher yields.18 Moving forward, we plan to synthesize additional analogs with varying 

substituents to further explore their impact on reaction yield. 
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Figure 2. Synthetic scheme of 2,3-dioxopyrrolidine derivatives (1-4) 

 

Inhibition against DENV-2 MTase 

The four synthesized novel 2,3-dioxopyrrolidine derivatives were tested against NS5 

MTase of DENV2 at 50 μM. As shown in Fig. 3, sinefungin, the known inhibitor for 

MTase14, was used as a control in MTase enzymatic assays. Among the compounds 

synthesized, compound 2 shows the strongest inhibition exceeding 90%, compared to no 

inhibitor control. In contrast, the remaining compounds (1, 3-4) did not show any inhibitory 

effect. The chemical structure of compound 2, which is absent in the others, was hydroxyl 

group moiety at meta position predicted to be a key contributing factor. This specificity can 

be particularly important for achieving potent inhibition.  

 

 
Figure 3. DENV2 MTase enzymatic assay results of the synthesized compounds at 50 μM  

 

Anti-Viral Activity and Cytotoxicity  

A toxicity study of the final compounds was carried out using Vero cell lines (Fig. 4). 

Among the final compounds, none were detected as toxic compounds even at 50 μM. Those 

final compounds give almost 100% cell viability of normal cells, implying that these 

compounds are relatively safe. However, the antiviral assay results (Fig. 4) indicated that 

none of the compounds tested at a concentration of 50 μM showed significant antiviral 

activity against DENV2. The discrepancies were usually due to solubility or permeability 

issues.19,20  
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Figure 4. Cytotoxicity and DENV2 anti-viral activity of the synthesized compounds at 50 

μM  

 

Conclusion:  

We have modified and synthesized novel 2,3-dioxopyrrolidine derivatives (1-4) in two key 

steps. The cytotoxicity, antiviral activity against DENV, and enzyme inhibition activity 

against DENV2-MTase of the synthesized compounds were reported. All synthesized 

compounds exhibit non-toxic properties towards normal cells. Notably, compound 2 

demonstrates the most effective inhibition of DENV2-MTase activity. However, none of the 

compounds have shown significant activity in inhibiting DENV2 itself. These findings 

provide a foundation for our further research aimed at discovering anti-dengue therapeutics. 
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Abstract:  

Diabetes mellitus is a chronic disease in which the pancreas fails to produce enough 

insulin, leading to increasing blood sugar levels, more than 90% of diabetic patients suffer 

from type–2 diabetes. To treat type 2 diabetes, one strategy is to inhibit α–glucosidase, which 

was a crucial enzyme to hydrolyze polysaccharides into absorbable glucose. Berberrubine 

(BBRB) is a key active metabolite of berberine (BBR), a natural product with a wide range 

of pharmacological activities. It has potential benefits in the treatment of diabetes, as it can 

regulate glucose as an alternative option because natural products are less toxic and have 

fewer side effects. Sixteen 9–O–berberrubine derivatives with hydrophobic substituents were 

synthesized and well characterized by spectroscopic means.  Most derivatives revealed higher 

antidiabetic activity than BBR, BBRB, and the positive control acarbose, based on their 

inhibitory activities against yeast α-glucosidase. Among the tested compounds, compounds 

2f, 2g and 2h with –C10, –C12 and –C16 alkyl chains showed the inhibition with IC50 value of 

0.40, 1.71 and 2.76 μM, respectively. The results suggested that increasing hydrophobicity by 

addition numbers of carbon atoms, improved inhibition activity. The kinetic study was 

performed using the most potent derivative 2f, the result revealed the competitive mode of 

action. This indicated that this series occupied the active site of α-glucosidase. Accordingly, 

alkylated 9–O–berberrubine derivatives are good candidate for diabetic drugs in the future. 

 

 
Figure 1. Core structure of alkylated 9–O–berberrubine derivatives 

 

Introduction:  

Diabetes mellitus is a metabolic disease that causes high blood sugar by over 90% of 

diabetic patients have type 2 diabetes (T2D) which is caused by two factors: insufficient 

insulin production from the pancreas and a poor insulin response known as insulin resistance, 

leading to less sugar intake by cells, causing hyperglycemia. A common strategy for 

controlling blood glucose levels is to reduce carbohydrate absorption. Inhibiting α-

glucosidase is a key therapeutic target for lowering blood sugar levels as it reduces the 

hydrolysis of carbohydrates into monosaccharide units that enter the bloodstream. However, 

commercial inhibitors such as acarbose, miglitol and voglibose are frequently associated with 

gastrointestinal side effects such as nausea, diarrhea, and liver problems.1 Therefore, the 
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development of inhibitors from natural products offers an alternative option for the control of 

hyperglycemia because traditional herbal remedies are less toxic and have fewer side effects.  

BBR is one of the natural products belong to isoquinoline alkaloids found in the roots 

and stem barks of Hydrastis canadensis, Coptis chinensis, Berberis aquifolium, Berberis 

vulgaris, and Berberis aristata.2, 3 It is composed of five rings, the core structure of which is 

benzyl tetrahydroisoquinoline, which has key bioactive metabolite known as BBRB. It 

showed various pharmacological activities such as antiparasitic, antihyperlipidemic,4 anti-

Alzheimer’s disease,5 anticancer,6 antiobesity,7 antidiabetic, as well as lipid lowering agents.8  

According to several studies in clinical research and animal studies, 9–O–

berberrubine is easily functionalized to provide derivatives that have shown potential benefits 

in medicinal chemistry, particularly in drug design and development of diabetes because it 

could regulate glucose, lipid metabolism, and reduce insulin resistance through its effects on 

hyperglycemia and dyslipidemia. BBR and BBRB have been reported for anti-glucosidase in 

a competitive manner, according to molecular docking studies, the main interaction involved 

hydrophobic interactions with the enzyme. Additionally, previous research has demonstrated 

that adding benzoic esters to 9–O–BBRB leading molecules to enhance their anti-glucosidase 

inhibitory activity against yeast.9 

The aim of this study was to investigate α-glucosidase inhibition effect by introducing 

various alkyl chains at the 9–O–position and to establish the potency of alkyl 9–O–BBRB for 

antidiabetic activity.  

  

Methodology:  

General procedure for the synthesis of BBRB 

BBR chloride was heated at 190 C for 4 h. The reaction was allowed to cool to room 

temperature to furnish BBRB as red wine solid, 89% yield. 1H NMR (500 MHz, DMSO–d6) δH 

9.08 (s, 1H), 7.99 (s, 1H), 7.61 (s, 1H), 7.22 (d, J = 8.0 Hz, 1H), 6.96 (s, 1H), 6.37 (d, J = 7.8 

Hz, 1H), 6.09 (s, 2H), 4.48 (t, J = 6.1 Hz, 2H), 3.72 (s, 3H), 3.04 (t, J = 6.1 Hz, 2H). 13C 

NMR (125 MHz, DMSO–d6) δC 166.8, 149.7, 148.4, 147.4, 145.9, 133.3, 132.1, 129.4, 

121.9, 121.4, 120.0, 117.3, 108.4, 104.8, 101.7, 101.4, 55.8, 52.5, 27.5. 

General procedure for the synthesis of alkyl 9–O–BBRB (2) 

BBRB 1 mmol and alkyl halide or tosylate (2.0 equiv) were stirred in 3.00 mL of 

CH3CN under refluxed for 8–16 h. After completion, the reaction mixture was allowed to 

cool to room temperature. The crude product was purified by column chromatography on 

silica gel using 10% MeOH /DCM as eluent to afford alkyl 9-O-BBRB 2. 

 9-ethoxy–10-methoxy–5,6-dihydro–[1,3]dioxolo[4,5–g]isoquinolino[3,2–

a]isoquinolin–7–ium (2a) as yellow solid, 72% yield. 1H NMR (500 MHz, DMSO–d6) δH 

9.81 (s, 1H), 8.94 (s, 1H), 8.19 (d, J = 9.2 Hz, 1H), 7.99 (d, J = 9.1 Hz, 1H), 7.78 (s, 1H), 

7.08 (s, 1H), 6.17 (s, 2H), 4.96 (t, J = 6.4 Hz, 2H), 4.36 (q, J = 7.0 Hz, 2H), 4.05 (s, 3H), 3.21 

(t, J = 6.4 Hz, 2H), 1.45 (t, J = 7.0 Hz, 3H). 13C NMR (125 MHz, DMSO–d6) δC 150.5, 149.9, 

147.7, 145.4, 142.0, 137.5, 133.8, 133.0, 130.8, 126.6, 123.6, 121.9, 120.5, 120.3, 119.2, 

108.5, 105.5, 102.1, 74.6, 57.1, 55.3, 26.7.10 

9–(isopentyloxy)–10–methoxy–5,6–dihydro–[1,3]dioxolo[4,5–g]isoquinolino[3,2–

a]isoquinolin–7–ium (2b) as yellow solid, 60% yield. 1H NMR (500 MHz, DMSO–d6) δH 

9.74 (s, 1H), 8.93 (d, J = 4.5 Hz, 1H), 8.20 (d, J = 9.2 Hz, 1H), 7.99 (d, J = 9.1 Hz, 1H), 7.79 

(s, 1H), 7.09 (s, 1H), 6.17 (s, 2H), 4.95 (t, J = 6.4 Hz, 2H), 4.32 (t, J = 6.8 Hz, 2H), 4.06 (s, 

3H), 3.21 (t, J = 6.3 Hz, 2H), 1.87 (tt, J = 14.6, 7.4 Hz, 1H), 1.79 (q, J = 6.9 Hz, 2H), 0.99 (d, 

J = 6.6 Hz, 6H).13C NMR (125 MHz, DMSO–d6) δC 150.4, 149.8, 147.7, 145.3, 142.8, 137.5, 

133.0, 130.7, 126.6, 123.3, 121.7, 120.5, 120.2, 108.4, 105.4, 102.1, 72.7, 57.0, 55.3, 38.2, 

26.3, 24.5, 22.5 (2C). HRMS (ESI) calcd. for C24H26NO4
+ (M)+ : 392.1856 found 392.1851. 
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 9–Butoxy–10–methoxy–5,6–dihydro–[1,3]dioxolo[4,5–g]isoquinolino[3,2–

a]isoquinolin–7–ium (2c) as a yellow solid, 68% yield. 1H NMR (500 MHz, DMSO–d6) δH 

9.74 (s, 1H), 8.94 (s, 1H), 8.19 (d, J = 9.1 Hz, 1H), 7.99 (d, J = 9.1 Hz, 1H), 7.79 (s, 1H), 

7.09 (s, 1H), 6.17 (s, 2H), 4.95 (t, J = 6.4 Hz, 2H), 4.29 (t, J = 6.8 Hz, 2H), 4.05 (s, 3H), 3.21 

(t, J = 6.3 Hz, 2H), 1.86 (p, J = 6.9 Hz, 2H), 1.51 (h, J = 7.4 Hz, 2H), 0.98 (t, J = 7.4 Hz, 3H). 
13C NMR (125 MHz, DMSO–d6) δC 150.4, 149.8, 147.7, 145.3, 142.9, 137.5, 133.0, 130.7, 

126.7, 123.3, 121.7, 120.5, 120.3, 108.5, 105.5, 102.1, 74.0, 57.1, 55.4, 31.6, 26.4, 18.6, 

13.8.10 

 9–(Hexyloxy)–10–methoxy-5,6-dihydro–[1,3]dioxolo[4,5–g]isoquinolino[3,2–

a]isoquinolin–7–ium (2d) as a yellow solid, 71% yield. 1H NMR (500 MHz, DMSO–d6) δH 

9.75 (s, 1H), 8.94 (s, 1H), 8.20 (d, J = 9.1 Hz, 1H), 7.99 (d, J = 9.1 Hz, 1H), 7.80 (s, 1H), 

7.09 (s, 1H), 6.17 (s, 2H), 4.95 (t, J = 6.2 Hz, 2H), 4.28 (t, J = 6.9 Hz, 2H), 4.05 (s, 3H), 3.20 

(t, J = 6.3 Hz, 2H), 1.87 (p, J = 7.1 Hz, 2H), 1.48 (q, J = 7.3 Hz, 2H), 1.39 – 1.32 (m, 4H), 

0.90 (t, J = 4.5 Hz, 3H). 13C NMR (125 MHz, DMSO–d6) δC 150.4, 149.8, 147.7, 145.3, 

142.9, 137.4, 133.0, 130.7, 126.7, 123.4, 121.7, 120.5, 120.2, 108.5, 105.5, 102.1, 74.3, 57.1, 

55.3, 31.1, 29.5, 26.4, 25.0, 22.1, 14.0.10  

 10–Methoxy–9–(octyloxy)–5,6–dihydro–[1,3]dioxolo[4,5–g]isoquinolino[3,2–

a]isoquinolin–7–ium (2e) as a yellow solid, 52% yield. 1H NMR (500 MHz, DMSO–d6) δH 

9.75 (s, 1H), 8.95 (s, 1H), 8.19 (d, J = 9.1 Hz, 1H), 7.99 (d, J = 9.1 Hz, 1H), 7.80 (s, 1H), 

7.09 (s, 1H), 6.17 (s, 2H), 4.95 (t, J = 6.4 Hz, 2H), 4.27 (t, J = 6.8 Hz, 2H), 4.05 (s, 3H), 3.21 

(t, J = 6.3 Hz, 2H), 1.87 (p, J = 6.9 Hz, 2H), 1.47 (p, J = 8.4 Hz, 2H), 1.41 – 1.21 (m, 8H), 

0.87 (t, J = 7.3 Hz, 3H). 13C NMR (125 MHz, DMSO–d6) δC 150.4, 149.8, 147.7, 145.3, 

142.9, 137.5, 133.0, 130.7, 126.7, 123.3, 121.7, 120.5, 120.2, 108.4, 105.5, 102.1, 74.3, 57.0, 

55.3, 31.3, 29.5, 28.8, 28.7, 26.3, 25.3, 22.1, 14.0.10   

9–(Dodecyloxy)–10–methoxy–5,6–dihydro–[1,3]dioxolo[4,5–g]isoquinolino[3,2–

a]isoquinolin–7–ium (2f) as a yellow solid, 47% yield. 1H NMR (500 MHz, DMSO–d6) δH 

9.74 (s, 1H), 8.93 (s, 1H), 8.19 (d, J = 9.2 Hz, 1H), 7.99 (d, J = 9.0 Hz, 1H), 7.79 (s, 1H), 

7.09 (s, 1H), 6.17 (s, 2H), 4.94 (t, J = 6.4 Hz, 2H), 4.27 (t, J = 6.8 Hz, 2H), 4.04 (s, 3H), 3.21 

(t, J = 6.3 Hz, 2H), 1.87 (p, J = 7.0 Hz, 2H), 1.47 (p, J = 7.2 Hz, 2H), 1.38 – 1.25 (m, 12H), 

0.85 (t, J = 6.7 Hz, 3H). 13C NMR (125 MHz, DMSO–d6) δC 150.4, 149.8, 147.7, 145.3, 

142.9, 137.5, 133.0, 130.7, 126.7, 123.3, 121.7, 120.5, 120.2, 108.5, 105.5, 102.1, 74.3, 57.1, 

55.4, 31.3, 29.5, 29.1, 29.0, 28.9, 28.8, 26.4, 25.3, 22.2, 14.0.11  

9–(Dodecyloxy)–10–methoxy–5,6–dihydro–[1,3]dioxolo[4,5–g]isoquinolino[3,2–

a]isoquinolin–7–ium (2g) as a yellow solid, 48% yield. 1H NMR (500 MHz, DMSO–d6) δH 

9.71 (s, 1H), 8.90 (s, 1H), 8.16 (d, J = 9.2 Hz, 1H), 7.95 (d, J = 9.2 Hz, 1H), 7.76 (s, 1H), 

7.06 (s, 1H), 6.14 (s, 2H), 4.91 (t, J = 6.4 Hz, 2H), 4.24 (t, J = 6.8 Hz, 2H), 4.01 (s, 3H), 3.17 

(t, J = 6.3 Hz, 2H), 1.83 (p, J = 6.9 Hz, 2H), 1.43 (p, J = 7.1 Hz, 2H), 1.36 – 1.19 (m, 16H), 

0.81 (t, J = 6.7 Hz, 3H). 13C NMR (125 MHz, DMSO–d6) δC 150.5, 149.9, 147.7, 145.4, 

142.9, 137.5, 133.0, 130.7, 126.7, 123.3, 121.7, 108.5, 105.5, 102.1, 74.3, 57.1, 55.0, 48.6, 

31.3, 30.8, 29.5, 29.1, 29.1 (2C), 28.9, 28.8, 26.4, 25.3, 22.2, 14.0.11 

9–(Hexadecyloxy)–10–methoxy–5,6–dihydro–[1,3]dioxolo[4,5–g]isoquinolino[3,2–

a]isoquinolin–7–ium (2h) as a yellow solid, 41% yield. 1H NMR (500 MHz, DMSO–d6) δH 

9.74 (s, 1H), 8.93 (s, 1H), 8.19 (d, J = 9.2 Hz, 1H), 7.99 (d, J = 9.1 Hz, 1H), 7.79 (s, 1H), 

7.09 (s, 1H), 6.17 (s, 2H), 4.94 (t, J = 6.4 Hz, 2H), 4.27 (t, J = 6.8 Hz, 2H), 4.05 (s, 3H), 3.20 

(t, J = 6.4 Hz, 2H), 1.87 (p, J = 7.0 Hz, 2H), 1.47 (p, J = 7.1 Hz, 2H), 1.24 (d, J = 9.5 Hz, 

24H), 0.84 (t, J = 6.8 Hz, 3H). 13C NMR (125 MHz, DMSO–d6) δC 150.4, 149.8, 147.7, 

145.3, 142.9, 137.5, 133.0, 130.7, 126.7, 123.3, 121.7, 120.5, 120.2, 108.5, 105.4, 102.1, 

74.2, 57.1, 55.3, 31.3, 29.5, 29.1 (5C), 29.0 (3C), 28.9, 28.7, 26.4, 25.3, 22.1, 14.0.11 

395



2  (Full paper template) 
 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

 (Z)–10–Methoxy–9–(octadec–9–en–1–yloxy)–5,6–dihydro-[1,3]dioxolo[4,5–

g]isoquinolino[3,2–a]isoquinolin–7–ium (2i) as a yellow solid, 59% yield. 1H NMR (500 

MHz, DMSO–d6) δH 9.75 (s, 1H), 8.93 (s, 1H), 8.19 (d, J = 9.2 Hz, 1H), 7.98 (d, J = 9.1 Hz, 

1H), 7.80 (s, 1H), 7.50 – 7.43 (m, 2H), 7.14 – 7.07 (m, 2H), 5.37 – 5.27 (m, 2H), 4.94 (t, J = 

6.5 Hz, 2H), 4.27 (t, J = 6.8 Hz, 2H), 4.04 (s, 3H), 3.21 (d, J = 6.5 Hz, 2H), 2.28 (s, 3H), 1.97 

(q, J = 6.6 Hz, 3H), 1.87 (p, J = 6.9 Hz, 2H), 1.47 (p, J = 7.2 Hz, 2H), 1.26 (d, J = 34.6 Hz, 

24H), 0.88 – 0.79 (m, 3H).13C NMR (125 MHz, DMSO–d6) δC 150.4, 149.8, 147.7, 145.7, 

145.3, 142.8, 137.6, 137.4, 133.0, 130.7, 129.6, 128.0 (2C), 126.6, 125.5 (2C), 123.4, 121.6, 

120.5, 120.2, 108.4, 105.4, 102.1, 74.2, 57.0, 55.3, 31.3, 29.5, 29.2, 29.1, 29.1, 29.0, 28.9 

(2C), 28.7, 28.7, 28.6, 26.6, 26.6, 26.4, 25.3, 22.1, 20.8, 14.0. HRMS (ESI) calcd. for 

C37H50NO4
+ (M)+ : 572.3734 found 572.3735. 

9–(Allyloxy)–10–methoxy–5,6–dihydro–[1,3]dioxolo[4,5–g]isoquinolino[3,2–

a]isoquinolin–7–ium (2j) as a yellow solid, 62% yield. 1H NMR (500 MHz, DMSO–d6) δH 

9.81 (s, 1H), 8.93 (s, 1H), 8.20 (d, J = 9.1 Hz, 1H), 8.00 (d, J = 9.1 Hz, 1H), 7.80 (s, 1H), 

7.09 (s, 1H), 6.26 – 6.19 (m, 1H), 6.17 (s, 2H), 5.43 (dd, J = 17.2, 1.7 Hz, 1H), 5.28 (dd, J = 

10.4, 1.6 Hz, 1H), 4.94 (t, J = 6.3 Hz, 2H), 4.86 (dt, J = 6.0, 1.3 Hz, 2H), 4.06 (s, 3H), 3.21 

(d, J = 6.3 Hz, 2H). 13C NMR (125 MHz, DMSO–d6) δC 150.5, 149.9, 147.7, 145.4, 142.0, 

137.5, 133.8, 133.0, 130.8, 126.6, 123.6, 121.9, 120.5, 120.3, 119.2, 108.5, 105.5, 102.1, 

74.6, 57.1, 55.3, 26.4.12 

 10–Methoxy–9–(prop–2–yn–1–yloxy)–5,6-dihydro–[1,3]dioxolo[4,5–

g]isoquinolino[3,2-a]isoquinolin–7–ium (2k) as a yellow solid, 44% yield. 1H NMR (500 

MHz, DMSO–d6) δH 9.88 (s, 1H), 8.98 (s, 1H), 8.23 (d, J = 9.1 Hz, 1H), 8.06 (d, J = 9.0 Hz, 

1H), 7.80 (s, 1H), 7.09 (s, 1H), 6.17 (s, 2H), 5.09 (d, J = 2.5 Hz, 2H), 4.96 (t, J = 6.4 Hz, 2H), 

4.08 (s, 3H), 3.62 (t, J = 2.4 Hz, 1H), 3.21 (t, J = 6.5 Hz, 2H). 13C NMR (125 MHz, DMSO–

d6) δC 150.8, 149.9, 147.7, 145.4, 140.7, 137.7, 132.9, 130.8, 126.5, 124.3, 122.1, 120.5, 

120.3, 108.5, 105.5, 102.2, 79.9, 78.8, 61.0, 57.2, 55.3, 26.4.13 

9–((5–Carboxypentyl)oxy)–10–methoxy–5,6-dihydro–[1,3]dioxolo[4,5–

g]isoquinolino[3,2–a]isoquinolin–7–ium (2l) as a dark yellow solid, 13% yield. 1H NMR 

(500 MHz, DMSO–d6) δH 9.74 (s, 1H), 8.94 (s, 1H), 8.19 (d, J = 9.1 Hz, 1H), 7.99 (d, J = 9.1 

Hz, 1H), 7.80 (s, 1H), 7.09 (s, 1H), 6.17 (s, 2H), 4.95 (t, J = 6.4 Hz, 2H), 4.28 (t, J = 6.7 Hz, 

2H), 3.21 (t, J = 6.3 Hz, 3H), 2.27 (t, J = 7.3 Hz, 2H), 1.87 (p, J = 7.0 Hz, 3H), 1.62 – 1.46 

(m, 5H). 13C NMR (125 MHz, DMSO–d6) δC 150.4, 149.8, 147.7, 145.4, 142.8, 137.4, 133.0, 

130.8, 126.6, 123.3, 121.7, 120.5, 120.3, 108.5, 105.5, 102.1, 74.0, 57.0, 55.3, 29.3, 26.4, 

25.1, 24.7. HRMS (ESI) calcd. for C25H26NO6
+ (H)+ : 436.1755 found 436.1753. 

 10–Methoxy–9–(2–methoxy–2–oxoethoxy)–5,6–dihydro–[1,3]dioxolo[4,5–

g]isoquinolino[3,2–a]isoquinolin–7–ium (2m) as a yellow solid, 80% yield. 1H NMR (500 

MHz, DMSO–d6) δH 9.94 (s, 1H), 8.95 (s, 1H), 8.20 (d, J = 9.2 Hz, 1H), 8.00 (d, J = 9.2 Hz, 

1H), 7.81 (s, 1H), 7.10 (s, 1H), 6.18 (s, 2H), 5.07 (s, 2H), 4.94 (t, J = 6.3 Hz, 2H), 4.03 (s, 

3H), 3.72 (s, 3H), 3.21 (t, J = 6.4 Hz, 2H). 13C NMR (125 MHz, DMSO–d6) δC 169.4, 149.9, 

149.3, 147.8, 145.8, 141.5, 137.6, 133.0, 130.8, 126.8, 123.7, 121.2, 120.5, 120.2, 108.5, 

105.5, 102.2, 69.3, 57.3, 55.5, 52.0, 26.4.14 

10–Methoxy–9–(4–methoxybutoxy)–5,6–dihydro–[1,3]dioxolo[4,5–

g]isoquinolino[3,2–a]isoquinolin–7–ium (2n) as a yellow solid, 59% yield. 1H NMR (500 

MHz, DMSO–d6) δH 9.76 (s, 1H), 8.93 (s, 1H), 8.20 (dd, J = 9.2, 4.6 Hz, 1H), 7.99 (dd, J = 

9.1, 5.9 Hz, 1H), 7.79 (s, 1H), 7.09 (d, J = 1.7 Hz, 1H), 6.17 (s, 2H), 4.95 (t, J = 6.6 Hz, 2H), 

4.30 (t, J = 6.7 Hz, 2H), 4.05 (s, 2H), 3.42 (t, J = 6.3 Hz, 2H), 3.26 (s, 3H), 3.21 (t, J = 6.4 

Hz, 3H), 1.97 – 1.82 (m, 2H), 1.78 – 1.69 (m, 2H). 13C NMR (125 MHz, DMSO–d6) δC 

150.4, 149.8, 147.7, 145.3, 142.8, 137.5, 133.0, 130.7, 126.7, 123.3, 121.7, 120.5, 120.2, 

108.5, 105.5, 102.1, 74.1, 71.6, 57.9, 57.1, 55.3, 26.5, 26.3, 25.5. HRMS (ESI) calcd. for 

C24H26NO5
+ (H)+ : 408.1805 found 408.1802. 
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10–Methoxy–9–(2–(2–methoxyethoxy)ethoxy)–5,6–dihydro–[1,3]dioxolo[4,5–

g]isoquinolino[3,2–a]isoquinolin–7–ium (2o) as a yellow solid, 35% yield. 1H NMR (500 

MHz, DMSO–d6) δH 9.76 (s, 1H), 8.94 (s, 1H), 8.20 (d, J = 9.1 Hz, 1H), 8.00 (d, J = 9.1 Hz, 

1H), 7.81 (s, 1H), 7.10 (s, 1H), 6.18 (s, 2H), 4.92 (t, J = 6.1 Hz, 2H), 4.45 – 4.39 (m, 2H), 

4.06 (s, 3H), 3.82 – 3.77 (m, 2H), 3.59 – 3.54 (m, 2H), 3.42 – 3.39 (m, 2H), 3.22 (t, J = 6.5 

Hz, 2H), 3.14 (s, 3H). 13C NMR (125 MHz, DMSO–d6) δC 150.5, 149.8, 147.7, 145.5, 142.6, 

137.4, 132.9, 130.6, 126.5, 123.6, 122.0, 120.5, 120.2, 108.5, 105.4, 102.1, 73.0, 71.3, 69.4 

(2C), 58.1, 57.0, 55.4, 26.4. HRMS (ESI) calcd. for C24H26NO6
+ (H)+: 424.1755 found 

424.1754. 

10–Methoxy–9–(2–(2–(2–methoxyethoxy)ethoxy)ethoxy)–5,6-dihydro–

[1,3]dioxolo[4,5–g]isoquinolino[3,2–a]isoquinolin–7–ium (2p) as a yellow solid, 32% yield. 
1H NMR (500 MHz, DMSO–d6) δH 9.77 (s, 1H), 8.96 (s, 1H), 8.20 (d, J = 9.2 Hz, 1H), 8.01 

(d, J = 9.0 Hz, 1H), 7.80 (s, 1H), 7.10 (s, 1H), 6.17 (s, 2H), 4.93 (t, J = 6.4 Hz, 2H), 4.46 – 

4.38 (m, 2H), 4.06 (s, 3H), 3.84 – 3.76 (m, 2H), 3.58 (dd, J = 6.0, 3.4 Hz, 2H), 3.51 (dd, J = 

6.0, 3.4 Hz, 2H), 3.45 (dd, J = 5.8, 3.6 Hz, 2H), 3.21 (t, J = 6.3 Hz, 4H), 3.15 (s, 3H). 13C 

NMR (126 MHz, DMSO–d6) δC 150.5, 149.8, 147.7, 145.5, 142.5, 137.5, 132.9, 130.7, 

126.6, 123.6, 122.0, 120.5, 120.2, 108.5, 105.4, 102.1, 73.1, 71.2, 69.8, 69.6, 69.5, 69.4, 58.0, 

57.0, 55.5, 26.4. HRMS (ESI) calcd. for C26H30NO7
+ (H)+: 468.2017 found 468.2015. 

In vitro yeast -glucosidase inhibition assay 

Alkylated 9-O-berberrubine derivatives 2a–p were synthesized and evaluated for their 

anti-α-glucosidase from Saccharomyces cerevisiae (Type I, Sigma-Aldrich) using p–

nitrophenyl–α–D–glucopyranoside, p–NPG as a substrate (TCI Chemical). Acarbose was 

purchased from Sigma–Aldrich. The method was slightly modified from Supasuteekul et al.15 

α-Glucosidase was prepared in phosphate–buffered solution pH 6.9. To measure the 

inhibitory activity against α–glucosidase, 10 μL of berberrubine derivatives with various 

concentrations were loaded to 96-well plate, followed by adding 40 μL of α-glucosidase 

solution (0.4 U/mL) and then pre-incubation was performed at 37° C for 10 min 500 rpm. 

After pre-incubation, 50 μL of 3 mM p–NPG was added and reacted at 37° C for 20 min 500 

rpm. Then quench the reaction by adding 100 uL of 1M Na2CO3. To determine the 

absorbance by using microplate reader at 405 nm. Acarbose was used as the control and 

standard drug. The percentage of enzyme inhibition was calculated as follows equation 1:  

% Inhibition = [(AbsBlank – AbsSample)/AbsBlank]100 

where Absblank is the absorbance without sample and Abssample is the absorbance with sample. 

The IC50 will be calculated for the compound with a percentage inhibition higher than 70%. 

The half–maximal inhibitory concentration (IC50) value was calculated by plotting sample 

concentrations against and the percentage of yeast α–glucosidase inhibition.  

Kinetic studies 

Compound 2f, the most potent compound with the lowest IC50 0.40 μM, was studied 

in terms of inhibitory kinetics. To investigate the type of inhibition of active compounds 

against α–glucosidase, a fixed concentration of α–glucosidase and various concentrations of 

PNPG as a substrate were tested at 37° C for 10 minutes in the absence and presence of IC50 

concentrations. All tests were administered three times. The type of inhibition (competitive, 

uncompetitive, noncompetitive, or mixed) was determined through Lineweaver–Burk plot 

analysis of the data, which was calculated using Michaelis–Menten kinetics. 

 

Results and Discussion:  

BBRB derivatives 2a–p were successfully synthesized as shown in Scheme 1. 

Initially, berberrubine prepared by demethylation of BBR through heated at 190o C. 
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Furthermore, the hydroxyl group at position 9 of BBRB reacted with alkyl halide or tosylate 

to obtain compound alkylated 9–O–BBRB 2a–p via nucleophilic substitution. Normal alkyl 

chain and branched chain were used. Additionally, double bond, triple bond, carboxylic acid 

and ether groups were introduced within the chain to study the structures activity relationship 

(SAR) of different types of hydrophobic groups.  

 

 
Scheme 1. Synthesis of alkylated 9-O-BBRB derivatives 2a-p.  

 

9–O–BBRB 2a–p were screened for α–glucosidase inhibitory activity against yeast from 

Saccharomyces cerevisiae EC.3.2.1.20. Acarbose was used as a reference drug. Figure 2, 

depicted BBR and BBRB showed no inhibition activity toward α–glucosidase. Upon 

introduction of alkyl chain of 9–O–BBRB, the activity was enhanced significantly. Compounds 

2b and 2c with the addition of four carbons slightly increased the activity. Furthermore, a series 

of long alkyl chain 2c–2f demonstrated that the longer chain could elevate the inhibition. 

However, increasing the carbon more than twelve such as compounds 2g–2i gradually lower the 

inhibition. On the other hand, introducing double bond, triple bond, carboxylic acid and ester into 

the chain of 2j–2p demolished the activity. Among the tested compounds, only compounds 2f, 

2g and 2h exhibited % inhibition more than threshold 70%. The IC50 of these compounds was 

calculated as shown in Figure 3. Compound 2f is the most potent with the IC50 value of 0.40 

μM, followed by 2g and 2h with IC50 values of 1.71 and 2.76 μM, respectively. 
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Figure 2. Percentage inhibition of –glucosidase by alkylated 9–O–berberrubine derivatives 

2a–p at 10 μM 
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Figure 3. –Glucosidase inhibitory effects in vitro of compound 2f, 2g and 2h. 
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Figure 4. Kinetics of α–glucosidase inhibition by compound 2f. (a) Lineweaver − Burk plots 

for α–glucosidase inhibition; (b) The secondary plot between Km and various concentrations 

of compound 2f. 

 

To study the inhibition mechanism of 9–O–BBRB derivatives against α–glucosidase, 

a kinetic study was performed using the most potent derivative 2f. Lineweaver–Burk plots 

and secondary re–plotting were used for show inhibition type and Ki. In Figure 4a, 

increasing inhibitor concentration led to an increase in Km value but no change in Vm value. 

This suggests that compound 2f is a competitive inhibitor, competing with substrate for 
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binding to the enzyme active site. The inhibition constants (Ki) was 1.71 μM for compound 

2f as shown in figure 4b. 

 

Conclusion:  

Some potent α–glucosidase inhibitors were developed as alkylated 9–O–BBRB 

derivatives. Three 9–O–berberrubine derivatives (2f, 2g, and 2h) inhibited α-glucosidase with 

IC50 values ranging from 0.40 – 2.76 µM, outperforming the core structure berberine and 

berberrubine as well as the standard inhibitor acarbose. Compound 2f demonstrated the 

highest inhibitory potency, with IC50 of 0.40 μM. Kinetic analysis demonstrated that this 

compound displayed competitive inhibition. 
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Abstract:  

Development of new small molecules with useful applications is an important area in 

chemistry. Benzo[a]phenazine derivatives, a class of polycyclic aromatic compounds, have 

been shown to exhibit interesting photophysical properties. Although benzo[a]phenazines 

have been previously synthesized and studied, their use as a sensor was limited. This work 

aimed to investigate the use of benzo[a]phenazine derivatives as a quantitative sensor for a 

trace amount of water in organic solvents. 5-(2,4,6-trimethoxyphenyl)benzo[a]phenazine was 

synthesized and its photophysical and sensor properties were studied. The result showed that 

the compound can be used as a quantitative fluorescence sensor for a trace amount of water in 

acetonitrile, tetrahydrofuran, and ethanol. 

 

Introduction:  

 Development of new small organic molecules for sensor applications is an ongoing 

challenge in chemistry. One sensor application that is important in synthetic chemistry is the 

quantitative detection of a trace amount of water in organic solvents. The presence of water in 

the solvents could pose a detrimental effect in organic synthesis because water can cause 

decomposition of many water-sensitive reagents, which were used prevalently in many 

syntheses. A trace amount of water can also affect the reproducibility of moisture-sensitive 

reactions.1 

 Various types of sensors for a trace amount of water in organic solvents using 

different mechanisms have been previously reported (Figure 1). Selected examples of such 

sensors are shown hereafter. A crown ether containing a hydrazone moiety (1) was shown to 

be able to detect a water content in acetonitrile.2 The fluorescence emission of the compound 

changed depending on the presence of water. A two-dimensional metal-organic framework 

[Ni3(nic)2(μ-Cl)4(DMF)4] (2) was reported to be an effective colorimetric water sensor.3 In 

the presence of water, the color of the compound changed from green to blue. Poly(1,5-

diaminonaphthalene) nanofibers (3) were developed as a quantitative detector for water in 

acetonitrile.4 The electric current of acetonitrile solutions containing the compound were 

measured to determine the amount of water using cyclic voltammograms. 5-Azidopentanoic 

acid (4) was an effective sensor for water in organic solvents.5 The N–N–N asymmetric 

stretching band changed depending on the amount of the water. An aggregation-induced 

emission-active fluorescent polymer sensor6 (5) and a styryl pyrene probe7 (6) were also 

reported to detect water in organic solvents. 
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 One interesting class of compounds with interesting photophysical properties is 

benzo[a]phenazine derivatives (Figure 2). A general structure of benzo[a]phenazine (7) is a 

naphthalene ring fused with a quinoxaline ring. Various substituted benzo[a]phenazine 

derivatives have been synthesized for their photophysical properties. Selected examples are: 

arylamine-substituted benzo[a]phenazine (8),8 1,8-dihydroxydibenzo[a,h]-phenazine (9),9 

and morpholine-substituted benzo[a]phenazine (10).10 These compounds have been shown to 

exhibit solvatochromic properties in different organic solvents. Although various 

benzo[a]phenazine derivatives exhibit interesting photophysical properties, their use as a 

water sensor has been limited. This work aimed to study the use of benzo[a]phenazine 

derivatives as a sensor for a trace amount of water in common water-miscible organic 

solvents. 

  

 

 

 

 

 

 

 

 
 

Figure 2. 

 A general structure of benzo[a]phenazine and examples of benzo[a]phenazine derivatives 

with solvatochromic properties 

Figure 1. 

Examples of sensors for a trace amount of water in organic solvents 
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Methodology:  

 Chemicals and organic solvents were purchased from commercial sources (Sigma 

Aldrich, TCI, Merck, and Alfa Aesar) and were used without further purification. All 

reactions were performed under an ambient atmosphere in oven-dried glassware with a 

magnetic stirrer. 4-(2,4,6-Trimethoxyphenyl)-1,2-naphthoquinone was synthesized following 

the published method.11 Analytical thin layer chromatography (TLC) was performed on 

alumina sheets pre-coated with a Merck silica gel 60 F254 plate and compounds were 

visualized under UV light. Flash chromatography was performed with silica gel 60 (particle 

size 40‒60 µm) from Merck. 1H and 13C NMR spectra were recorded on a Bruker Avance 

400 MHz NMR spectrometer in CDCl3. The chemical shifts were recorded in part per million 

(ppm) relative to the resonance of the residual protonated solvent (1H: CDCl3, δ = 7.26 ppm 

and 13C: CDCl3, δ = 77.00 ppm). Data are reported as following: (s = singlet, d = doublet, t = 

triplet, and m = multiplet; coupling constants, J in Hz, integration). Absorption and emission 

spectra were measured in a standard quartz cell with 1 cm path length on a Shimadzu UV-

1800 spectrometer with a wavelength between 300 and 700 nm. Emission Spectra were 

recorded on a Fluoromax Horiba wavelength range between 400 and 700 nm. UV kinetic 

experiments were recorded using a Shimadzu UV-2600 spectrometer with a wavelength 

between 400 and 700 nm. 

Synthesis of 5-(2,4,6-trimethoxyphenyl)benzo[a]phenazine (13)  

 To a solution of 4-(2,4,6-trimethoxyphenyl)-1,2-naphthoquinone (11, 0.2 mmol, 1.0 

equiv.) in methanol (2 mL), was added 1,2-phenylenediamine (12, 0.3 mmol, 1.5 equiv.). The 

reaction was stirred at room temperature. After the reaction was complete (as determined by 

TLC), the reaction was extracted with dichloromethane (3x20 mL). The combined organic 

layers were washed with brine solution and dried over anhydrous Na2SO4. The solvent was 

removed under reduced pressure. Purification using column chromatography yielded the 

desired product 13 in 96% as a yellow solid. The NMR spectra were identical to those in the 

literature.11   

Yellow solid; 76.2 mg (96%).  

Rf = 0.30 (EtOAc/Hexanes, 1/3, v/v).  
1H NMR (400 MHz, CDCl3) δ 9.49 (d, J = 8.0 Hz, 1H), 8.43–8.34 (m, 1H), 8.32–8.23 (m, 

1H), 7.89 (s, 1H), 7.87–7.81 (m, 2H), 7.77 (td, J = 8.0, 1.2 Hz, 1H), 7.66 (td, J = 8.0, 1.2 Hz, 

1H), 7.58 (dd, J = 8.2, 1.4 Hz 1H), 6.33 (s, 2H), 3.94 (s, 3H), 3.66 (s, 6H). 
13C NMR (100 MHz, CDCl3) δ 161.6, 159.1, 143.8, 142.8, 141.9, 138.5, 133.9, 131.2, 129.7, 

129.7, 129.4, 129.3, 129.2, 129.0, 127.3, 126.6, 125.3, 109.1, 90.9, 55.8, 55.4. 

UV kinetic experiments 

Stock solutions of 4-(2,4,6-trimethoxyphenyl)-1,2-naphthoquinone (11) and 1,2-

phenylenediamine (12) were prepared as a 0.45 mM solution and a 13.5 mM solution in 

methanol, respectively. The sample solutions with the final concentration of 11 at 0.15 mM 

and various final concentrations of 12 [1.5 (10 times excess), 2.25 (15 times excess), 3 (20 

times excess), 3.75 (25 times excess), and 4.5 mM (30 times excess)] were prepared from the 

stock solution.  The UV absorption at 408 nm (the maximum absorption of the product 13) of 

each solution was recorded at various times to determine the rate of the condensation 

reaction. 

The water-sensor experiments 

A method to test the water-sensor ability was developed. First, a stock solution of the 

model benzo[a]phenazine derivative (13) was prepared as a 0.5 mM solution in DMSO. The 

sample solutions containing the compound (at the final concentration of 2% (v/v)) and water 
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(at different final concentrations: 0, 0.1, 0.2, 0.4, 1, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 60, 

70, 80, 90, and 98% (v/v)) in the selected solvent (CH3CN, THF, or EtOH) were prepared. 

The fluorescence spectra of the sample solutions were measured, and the data were used to 

determine the water sensor ability. 

 

Results and Discussion: 

 To study the use of benzo[a]phenazine derivatives as a water-sensor, 5-(2,4,6-

trimethoxyphenyl)benzo[a]phenazine (13) was selected as a model compound because the 

compound has an electronic push-pull effect with the trimethoxybenzene substituent as an 

electron donor. Compound 13 was synthesized using a condensation between 4-(2,4,6-

trimethoxyphenyl)-1,2-naphthoquinone and 1,2-phenylenediamine (Figure 3).11 The 

compound was obtained in 96%. 

 

 

 

 

 

 

 
 

 

 

 

After the benzo[a]phenazine derivative (13) was synthesized, its photophysical 

properties were investigated. Their absorption spectrum and emission spectrum were 

determined using a UV-Vis spectrometer and a fluorescence spectrometer, respectively. The 

wavelengths for maximum absorption and maximum emission in acetonitrile were 408 and 

535 nm, respectively (Figure 4). 

 

 

  

 

 

 

 

 

 

 

Next, we studied the rate of the condensation reaction between 4-(2,4,6-

trimethoxyphenyl)-1,2-naphthoquinone (11) and 1,2-phenylenediamine (12) using a pseudo-

first-order approximation. To simplify a second order rate law to a first order rate law, 1,2-

phenylenediamine (12) was used in large excess (the final concentrations of 1.5‒4.5 mM 

Figure 3.  

Synthesis of the model benzo[a]phenazine derivative (13) 

Figure 4.  

The absorption and emission spectra of 13 in acetonitrile 
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compared with the final concentration of 0.15 mM of naphthoquinone 11).  The concentration 

of the product 13 was recorded using its maximum UV absorption at 408 nm. A plot between 

ln[5-(2,4,6-trimethoxyphenyl)benzo[a]phenazine] and time was constructed, which showed a 

pseudo-first-order rate constant at various concentrations of 1,2-phenylenediamine (10, 15, 

20, 25, and 30 times excess).  An example of the plot at 30 times excess was shown in Figure 

5a. A plot between the pseudo-first-order rate constants and the concentrations of 12 was 

used to determine the absolute rate constant of the condensation reaction. The absolute rate 

constant was calculated to be 0.0729 M-1s-1 (Figure 5b). 

 

Figure 5. 

 (a) Example of a psedo-first order plot between ln[5-(2,4,6-

trimethoxyphenyl)benzo[a]phenazine] and time (a condensation reaction with 30 times 

excess concentration of 1,2-phenylenediamine) (b) A plot between the pseudo-first-order rate 

constants and the concentration of 1,2-phenylenediamine 

The model benzo[a]phenazine derivative (13) was tested for its potential utility as a 

sensor for detection of a trace amount of water in three organic solvents: acetonitrile 

(CH3CN), tetrahydrofuran (THF), and ethanol (EtOH).  

 First, the water sensor ability in acetonitrile was investigated (Figure 6).  The result 

showed that the fluorescence emission intensity decreased when %water increased from 0 to 

80% (v/v). A plot between the ratios of the blank fluorescence intensity to the measured 

fluorescence intensities (F0/F) at 535 nm and %water (% (v/v)) was constructed, and the plot 

showed a linear relationship in a range from 0% to 45% (v/v). The limit of detection and the 

limit of quantitation were determined to be 0.011% (v/v) and 0.034% (v/v), respectively.  

Second, the water sensor ability in tetrahydrofuran was investigated (Figure 7).  The 

result showed that the fluorescence emission intensity decreased when %water increased 

from 1 to 70% (v/v). A plot between the ratios of the blank fluorescence intensity to the 

measured fluorescence intensities (F0/F) at 493 nm and %water (% (v/v)) was constructed, 

and the plot showed a linear relationship in a range from 1% to 45% (v/v). The limit of 

detection and the limit of quantitation were determined to be 0.074% (v/v) and 0.224% (v/v), 

respectively. 
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Figure 7. 

(a) Fluorescence emission spectra of 13 in tetrahydrofuran with various amount of water (% 

(v/v)) (b) The plot between fluorescence intensity ratio (F0/F493) and %water (% (v/v)) (c) A 

linear relationship a range from 1% to 45% (v/v) (d) Summary of the key values for the water 

sensor ability of compound 13 in tetrahydrofuran 

Figure 6. 

(a) Fluorescence emission spectra of 13 in acetonitrile with various amounts of water (% 

(v/v)) (b) The plot between fluorescence intensity ratio (F0/F535) and %water (% (v/v)) (c) A 

linear relationship a range from 0% to 45% (v/v) (d) Summary of the key values for the water 

sensor ability of compound 13 in acetonitrile 
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Third, the water sensor ability in ethanol was investigated (Figure 8).  The result 

showed that the fluorescence emission intensity decreased when %water increased from 0 to 

80% (v/v). A plot between the ratios of the blank fluorescence intensity to the measured 

fluorescence intensities (F0/F) at 547 nm and %water (% (v/v)) was constructed, and the plot 

showed a linear relationship in a range from 0% to 40% (v/v). The limit of detection and the 

limit of quantitation were determined to be 0.039% (v/v) and 0.118% (v/v), respectively. 

 

 

 

 

 

 

 

 

 

 

 

Figure 8. 

(a) Fluorescence emission spectra of 13 in ethanol with various amount of water (% 

(v/v)) (b) The plot between fluorescence intensity ratio (F0/F547) and %water (% (v/v)) 

(c) A linear relationship a range from 0% to 40% (v/v) (d) Summary of the key values 

for the water sensor ability of compound 13 in ethanol 
 

The effective ranges as a water sensor in organic solvents of 13 was compared with 

the effective ranges of other previously reported water sensors (Table 1).  The result showed 

that 13 has effective ranges for MeCN and THF similar to the previously reported sensors.  

Compound 13 has a better effective range for EtOH compared to other selected water 

sensors.  This result suggested that 13 was an effective quantitative fluorescence sensor for a 

trace amount of water (ranging from 1 to 40 %(v/v) in various organic solvents.  

 

 

 

 

 

407



2  (Full paper template) 
 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

Table 1. 

Comparison of the effective range (% (v/v)) for the trace-water sensor property in different 

organic solvents of 13 and other selected water sensors 

Compound 
Effective range (% (v/v)) 

MeCN THF EtOH 

13 0–45 1–45 0–40 

12 0–50 - - 

34 0–20 - - 

45 - 0–60 - 

67 0–39.7 0–34.2 36.8–63.6 
 

 

Conclusion:  

 In summary, we synthesized 5-(2,4,6-trimethoxyphenyl)benzo[a]phenazine (13), 

using a condensation reaction between 4-aryl-1,2-naphthoquinones and 1,2 

phenylenediamine. The kinetics of the reaction was investigated using a pseudo-first-order 

approximation. The absolute rate constant of the condensation was determined to be 0.0729 

M-1s-1. The sensor properties of 13 were investigated. The compound 13 could be used as a 

quantitative fluorescent sensor for a trace amount of water in acetonitrile, tetrahydrofuran, 

and ethanol with effective ranges of 0‒45, 1‒45, and 0‒40 %(v/v), respectively. 
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Abstract:  

Over the past five years, extensive research efforts have been dedicated to the 

development of treatments for COVID-19, encompassing approaches derived from herbal 

plants, chemical substances, and natural products. This work aimed to synthesize a 

molnupiravir imprinted polymer (MIP) based on template-guided synthesis using a self-

assembly mode imprinting approach. The MIP material was successfully produced in 50% 

ethanol by free radical polymerization at 70°C in the presence of molnupiravir as a template 

molecule together with methacrylic acid (MAA), 1-vinyl-2-pyrrolidone (VP) as functional 

monomers and ethylene glycol dimethacrylate (EGDMA) as a cross-linking agent with molar 

ratios of MAA:VP:EGDMA of 1:1:30. Additionally, FT-IR spectra of the polymers was 

found that both the MIP and NIP exhibited similar spectral characteristics. However, the 

molnupiravir imprinted polymer had numerous scattered pores with pore diameters larger 

than the control polymer about 1 μm, and showed an absorption capacity that was tenfold 

greater than that of the non-imprinted polymer (NIP). The future goal is to streamline the 

process of isolating desired compounds from Thai herbal crude extracts, thereby reducing 

both the time and costs associated with such extractions for the discovery of candidate 

antiviral active compounds. 

 

 
The scheme for MIPs synthesis 

 

Introduction:  

COVID-19, caused by SARS-CoV-2, emerged in 2019 and rapidly spread globally. 

Despite vaccination efforts, the pandemic has resulted in millions of infections and deaths 

worldwide. Symptoms range from asymptomatic to severe, with significant impacts on 

healthcare systems. Antiviral drugs like molnupiravir have shown promise in treating 

COVID-19, particularly in reducing severe cases.1,2 Molnupiravir, a promising antiviral 

agent, has shown effectiveness against several coronaviruses, including SARS-CoV-2. Its 

mechanism of action involves promoting rapid viral RNA synthesis, leading to mutations that 

inhibit the virus's ability to replicate. Clinical data indicate that molnupiravir can reduce 
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COVID-19 cases by up to 50%, from mild to severe, thereby presenting a viable therapeutic 

option.3  

Nonetheless, there remains an imperative for further research and the development of 

novel materials to combat COVID-19. The research team aims to investigate the synthesis of 

molnupiravir imprinted polymers (MIP) based on template-guided synthesis in a self-

assembly mode, imprinting approach. These have advantages including easier preparation 

methods and higher physical/chemistry stability for a wide range of experimental conditions. 

Molecularly imprinted polymers have emerged as a versatile class of synthetic materials with 

remarkable molecular recognition properties.4  These polymers possess a unique ability to 

selectively bind to a specific template molecule, making them highly attractive for a wide 

range of applications in analytical chemistry, separation science, and drug delivery.5 The 

synthesis of MIPs involves co-polymerizing functional monomers around a template 

molecule, creating cavities within the polymer matrix that are complementary in shape, size, 

and functional groups to the template.6 Upon removal of the template, these cavities serve as 

highly specific binding sites for the rebinding of the template or structurally similar 

molecules. Moreover, the potential of MIP-based sensors was studied by comparing 

electropolymerization and photopolymerization techniques.7 The resulting MIP-based 

electrochemical sensor is expected to offer a rapid, sensitive, and selective method for the 

quantification of molnupiravir in various matrices.8 

Unlike previous methods, our approach offers a simplified and streamlined synthesis. 

The MIPs represent a potential solution in the identification or isolation of compounds with 

antiviral properties. By imparting such properties to these imprinted polymers, they may be 

utilized to identify analogous compounds in herbal remedies or synthetic chemicals, 

potentially contributing to the suppression of SARS-CoV-2. 

  

Methodology:  

Chemicals and reagents 

All reagents and chemicals were of analytical grade and commercially available, and 

all aqueous solutions were prepared using DI water. 1,1′-Azobis(cyclohexanecarbonitrile) 

(ABCN) was sourced from Sigma-Aldrich (Steinheim, Germany). Methacrylic acid (MAA), 

1-vinyl-2-pyrrolidone (VP), ethylene glycol dimethacrylate (EGDMA), and ethanol were all 

obtained from Merck (Darmstadt, Germany). Molnupiravir was obtained from Optimus 

Pharma Private Limited, India, and acetic acid was supplied by QReC (Auckland, New 

Zealand). 

 

Synthesis of Molnupiravir Imprinted Polymers. 

The polymer was synthesized based on information from research on molecularly 

imprinted polymers.9 The synthesis was carried out using molnupiravir as the template 

molecule. Monomers, cross-linking agents, initiators, and solvents were prepared. The 

chemicals potentially suitable for synthesizing the polymer are shown in Table 1. 

 

Table 1. Chemicals Used in Polymer Synthesis. 

Chemical Function 

Molnupiravir  Template 

Methacrylic acid (MAA) Monomer 

1-Vinyl-2-pyrrolidone (VP) Monomer 

Ethylene glycol dimethacrylate (EGDMA) Crosslinker 

1,1′-Azobis(cyclohexanecarbonitrile) (ABCN)   Initiator 
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To obtain the polymer with the highest specificity for molnupiravir, the polymer was 

synthesized in five experimental sets, each using different proportions of monomers as 

follows: Set 1  used MAA as the only monomer. Set 2  used VP as the only monomer. Set 3 

used both MAA and VP as monomers in equal molar ratios. Set 4 used both MAA and VP as 

monomers, with the molar ratio of MAA higher than that of VP. Set 5  used both MAA and 

VP as monomers, with the molar ratio of VP higher than that of MAA. The ratios of template, 

cross-linking agent, initiator, and solvent are shown in Table 2. 

 

Table 2. Shows the amount of substances used in polymer synthesis. 

Set Sample 
Molnupiravir 

(mol) 

50%Ethanol 

(ml) 

MAA 

(mol) 

VP 

(mol) 

EGDMA 

(mol) 

ABCN 

(mol) 

1 
NIP1 - 30 0.001 - 0.03 0.00003 

MIP1 0.001 30 0.001 - 0.03 0.00003 

2 
NIP2 - 30 - 0.001 0.03 0.00003 

MIP2 0.001 30 - 0.001 0.03 0.00003 

3 
NIP3 - 30 0.001 0.001 0.03 0.00003 

MIP3 0.001 30 0.001 0.001 0.03 0.00003 

4 
NIP4 - 30 0.002 0.001 0.03 0.00003 

MIP4 0.001 30 0.002 0.001 0.03 0.00003 

5 
NIP5 - 30 0.001 0.002 0.03 0.00003 

MIP5 0.001 30 0.001 0.002 0.03 0.00003 

 

Afterward, all round-bottom flasks were shaken in a hot water bath for 10  seconds to 

dissolve the solution completely and then heated at 70°C for 24  h in a hot air oven. The 

resulting polymer was a solid, white substance. The polymer was then ground into a fine 

white powder, sieved, and washed with 50% ethanol using a magnetic stirrer at room 

temperature for 2-3 h. This washing process was repeated three times to remove the template 

from the polymer.10-11 

 

Study of the Physical Characteristics of Molnupiravir Imprinted Polymers. 

The MIP with the highest specificity for the molnupiravir was selected and analyzed 

for the maximum amount of the molnupiravir absorbed by the imprinted polymer. One gram 

of the polymer was added to 30 mL of a 0.016 M solution of the molnupiravir in three sets. 

These were placed on a magnetic stirrer at room temperature for 15 min and allowed to settle 

at room temperature for 24 h. The solution was then analyzed using a UV/Vis 

Spectrophotometer, Hewlett-Packard diode array spectrophotometer series 8452 (CS, USA), 

at a wavelength of 310 nm. A control solution of 0.016 M molnupiravir was also prepared 

and analyzed using a UV/Vis Spectrophotometer at the same wavelength as the solution 

containing the polymer. The characteristics of the polymer were further studied using Fourier 

Transform Infrared Spectrophotometry (FT-IR), 1720X, Perkin-Elmer, Beaconsfield, U.K., 

and Scanning Electron Microscopy (SEM), Quanta 400, FEI, Hillsboro, OR, USA.  

 

Statistical Analysis 

 The data from all experiments were obtained from at least three repetitions and 

presented as the mean ± standard deviation (S.D.). 
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Results and Discussion:  

The imprinted polymers and corresponding non-imprinted polymers were synthesized 

with a thermal method involving free radical polymerization by using two functional 

monomers. The hydroxyl group from MAA and the amide group of VP might interact and act 

as hydrogen donor-acceptor interactions, with hydroxy carboxylate and/or amino groups of 

the molnupiravir template.12 Previous studies have demonstrated that the function of 

monomers can alter the conformation of a polymer chain within the structure of MIP and that 

these have a strong effect on the percent yield of MIP. The resultant bulk polymer, with a 

soap-like appearance, was ground in a mortar and sieved through a 100-mesh sieve to obtain 

a coarse white powder. The yield of the product varied with the monomer ratio used in each 

synthesis, as shown in Table 3. The polymerization process incorporated MAA and VP as 

monomers, with various molar ratios of MAA to VP being evaluated. Notably, the 

formulation with a molar ratio of MAA:VP of 1:2 resulted in the highest yield of polymer. 

 

Table 3. Percentage of Product from Synthesized Polymer. 

Set Sample 
Monomer Ratio 

Yield (%) 
MAA VP 

1 
NIP1 1 - 0-5 

MIP1 1 - 0-5 

2 
NIP2 - 1 0-5 

MIP2 - 1 0-5 

3 
NIP3 1 1 59.039 

MIP3 1 1 13.839 

4 
NIP4 2 1 10.845 

MIP4 2 1 13.956 

5 
NIP5 1 2 61.868 

MIP5 1 2 30.319 

 

 To investigate the selectivity of the imprinted polymer, 1 g of synthesized polymer 

was mixed with 30 mL of 50% ethanol. It was observed that the polymer did not dissolve in 

the solvent, and its physical characteristics did not change. The results of molnupiravir 

adsorption experiments are as follows. From the tests with molnupiravir solution, it was 

found that the polymer with the highest adsorption capacity for molnupiravir was set 3, 

specifically MIP3, which used MAA and VP as monomers in equal molar ratios. Form 

calibration curve results for molnupiravir detection by UV/Vis Spectrophotometer at 310 nm 

as shown in Figure 1, it was determined that 1 g of the polymer could adsorb 0.0064±0.0001 

g of molnupiravir, as shown in Figure 2. The results show that the imprint cavity exhibited 

good selectivity for the molnupiravir.  
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Figure 1. Molnupiravir Calibration Curve  

 

 
Figure 2. Amount of Molnupiravir Adsorbed by the Polymers. 

 

 Figure 3 compares the results of the FT-IR of imprinted polymer and non-imprinted 

polymer (NIP). It was found that both the MIP and the NIP exhibited similar spectral 

characteristics. In the FT-IR spectra of NIP3 and MIP3, the absorption peak of the polymer 

was observed at the stretching vibration of the O-H bond at a wavenumber of 3304 cm⁻¹, 

which is indicative of the structure of MAA. Additionally, the stretching vibration of the C-N 

bond from the structure of VP was observed at a wavenumber of 1120 cm⁻¹. 

 

Furthermore, the stretching vibrations of the C-O and C=O bonds were observed at 

wavenumbers of 1225 cm⁻¹ and 1658 cm⁻¹, respectively, indicating the structure of EGDMA. 

Moreover, in the spectrum range of wavenumbers from 1620 cm⁻¹ to 1640 cm⁻¹, no C=C 

bond was observed, but the presence of the C-C bond was observed at a wavenumber of 1411 

cm⁻¹. This confirms the occurrence of radical polymerization reactions in the synthesis of the 

polymer. 
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Figure 3. FT-IR spectra of NIP3 and MIP3. 

 

 Surface morphology was observed with scanning electron microscopy (SEM). From 

the SEM micrographs in Figure 4, it was found that both the NIP3 and MIP3 polymers from 

set 3 did not have distinct shapes due to being synthesized in a bulk polymerization manner 

and being ground before template washing. When observed at a magnification of 15,000 

times, it was found that the surface of the synthesized polymer had numerous scattered pores 
with a pore diameter larger than the control polymer by about 1 μm. These pores were formed 

due to the template used in the polymer synthesis being the molnupiravir. 

 

 
 

Figure 4. SEM micrographs ×15,000 of NIP3 and MIP3 
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Conclusion:  

From the synthesis, it was found that the polymer imprinted with molnupiravir, 

synthesized using molnupiravir as a template, methacrylic acid (MAA), and 1-vinyl-2-

pyrrolidone (VP) as monomers, with ethylene glycol dimethacrylate (EGDMA) as a 

crosslinker, and 50% ethanol as a solvent, was achieved. 1,1′-

Azobis(cyclohexanecarbonitrile) (ABCN) was used as the initiator. A total of five 

formulations of polymers were synthesized with varying monomer ratios, along with a 

control group of Non-Imprinted Polymers (NIP). It was observed that the polymer 

synthesized with a monomer ratio (MAA:VP) of 1:1 provided a high yield. In the drug 

adsorption test using UV-Vis Spectrophotometry, it was found that MIP3, which had a 

monomer ratio of 1:1, exhibited the highest drug adsorption capacity at 0.0064±0.0001 g/g 

polymer, which was ten times greater than that of the control group. FT-IR spectroscopy 

analysis of the polymer imprinted with molnupiravir showed that both the template-removed 

polymer (MIP) and the control polymer (NIP) had similar spectral characteristics. This 

indicates that polymerization reactions occurred during the polymer synthesis. Furthermore, 

morphological analysis through SEM revealed significant differences in the pore diameter 

size and number of pores between the polymer with the imprinted molnupiravir and the 

control polymer. 
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Abstract:  

Hauymon pineapple (Ananas comosus (L.) Merr.)  is a pineapple species native to 

Nam pat district, Uttaradit.  There are vitamins, fiber and flavonoids in pineapple which have 

antioxidant properties. In this research buds and cores of Hauymon pineapple were extracted 

with two methods maceration and soxhlet extraction. Ethanol and ethyl acetate were use as 

solvent to compare the results. The total phenolic content of extract was determined by Folin-

Ciocalteu method. The study demonstrated that Soxhlet extraction using ethanol as a solvent 

express the highest percentage yield at 24.57 and exhibited the total phenolic contents of 

71.85 mg GAE/g crude extract and increasing the stability with encapsulation of sodium 

alginate. The functional group of beads was analyzed by ATR-FTIR technique. Hydroxy 

group was observed at 3301 cm⁻¹ and at 1594 and 1418 cm⁻¹ for the aromatic group, 

respectively. The physical characteristics of the extracted alginate beads were studied under 

scanning electron microscopy (SEM). The SEM revealed that the microcapsules of extract 

have fewer fissures and pores than the microcapsules of alginate. Total phenolic release was 

analyzed at different times and the total phenolic retention efficiency. It was found that the 

amount of phenolics released after 24 hours being 2 mg/g of microcapsules. 

Introduction:  

 Pineapples are monocot plants that tolerate various environmental conditions well. 

Once the fruit matures, it continues to develop as the buds on the stem grow into new plants. 

Pineapples are an important economic crop, widely cultivated in the northern provinces of 

Thailand. They can be processed using basic technology or advanced techniques in factories, 

and can be exported to both domestic and international markets. However, industrial 

processing generates a significant amount of waste. In the food industry, a large portion of 

agricultural raw materials often remains as waste. One approach to developing an eco-

friendly industry is to use raw materials and waste efficiently, reducing the amount of waste 

or improving its reuse. Similarly, in pineapple processing, the leftover parts such as the cores 

and skins can be extracted to find bioactive compounds. 

Pineapples from Huay Mun, grown in Huay Mun Sub-district, Nam Pad District, 

Uttaradit Province, are available for harvest throughout the year and can be purchased in 

Chiang Mai Province. Therefore, the leftover cores and skins of Huay Mun pineapples are 

extracted to determine the amount of active compounds, specifically the phenolic content.  

Amzad Hossain M. and groups [1] studied the total phenolic content, flavonoids, and 

antioxidant-active compounds in pineapple flesh extracted using a maceration method with 

methanol, ethyl acetate, and water. The yields were as follows: methanol 21.5%, ethyl acetate 

4.9%, and water 4.3%. The total phenolic content was analyzed using the Folin-Ciocalteu 

method and compared to caffeic acid. It was found that methanol extraction had the highest 

phenolic content at 51.1 ± 0.2 mg caffeic acid/g, followed by ethyl acetate at 13.8 ± 0.3 mg 

caffeic acid/g, and water at 2.6 ± 0.1 mg caffeic acid/g, respectively. 

Moreover, Wanwisa S. [8] studied the effects of drying temperature and solvents on 

the active compounds and antioxidant activity of pineapple peel extract. Pineapple peels were 

dried at temperatures of 70, 80, and 90 degrees celsius and extracted using a soxhlet 
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extraction method with different solvents: ethanol, methanol, and water. The total phenolic 

content was analyzed using the Folin-Ciocalteu method and compared to gallic acid. At 70 

degrees Celsius, methanol had the highest phenolic content at 1.44 g GAE/100 g of pineapple 

powder, followed by ethanol at 1.23 g GAE/100 g, and water at 0.95 g GAE/100 g. At 80 

degrees Celsius, methanol again had the highest phenolic content at 1.40 g GAE/100 g, with 

water at 1.20 g GAE/100 g, and ethanol at 0.09 g GAE/100 g. At 90 degrees Celsius, 

methanol had the highest phenolic content at 0.13 g GAE/100 g, while ethanol and water had 

the same phenolic content at 0.12 g GAE/100 g. Therefore, the optimal conditions for 

extracting active compounds from pineapple peel are drying at 70 degrees Celsius and using 

methanol as the solvent. 

From the literature review [2] [3] [4], it is evident that pineapples can be extracted 

using various solvents with both maceration and soxhlet extraction methods, and still yield 

high amounts of phenolic compounds. Therefore, exploring methods to extract bioactive 

compounds from pineapple by-products, such as the bud or core of the pineapple, presents a 

viable approach solvent. However, the extract obtained through solvent extraction is often 

viscous and sticky, which makes it difficult to use in further processing. Therefore, the 

extract is encapsulated into microcapsules to determine the optimal ratio for capsule 

production. Subsequently, these microcapsules will be applied in product development. 

Microencapsulation is the process of enclosing certain substances, such as vitamins, 

pharmaceuticals, antioxidants, etc., within a thin polymeric capsule known as a microcapsule, 

which ranges in size from 1 to 1,000 microns. [5] This process helps in maintaining the 

stability of the substance throughout its use. Encasing sensitive substances that are prone to 

environmental factors, such as oxidation, light, temperature, and pH changes, improves their 

stability and extends their shelf life. Additionally, microencapsulation protects volatile 

substances. [7] Transforming liquid substances into microcapsules can also reduce 

interactions between mixed substances, make them easier to handle, and control the release of 

the substances to the targeted area at the appropriate time. Thus, it is beneficial in minimizing 

waste and optimizing the use of the substances. 

In this research, a basic spherification technique will be used. This involves mixing 

sodium alginate directly with the liquid to be formed into spherical shapes, such as extracts. 

The mixture is then slowly dripped into a container containing a calcium chloride solution. 

When sodium alginate comes into contact with calcium, it gradually forms a gel, creating a 

gel bead with the liquid inside. Afterward, the properties of the encapsulation will be 

analyzed for further application 

 
Methodology:  

1. Preparation of Pineapple bud and Core Samples 

Fresh samples of Houymon pineapples were sourced from the market around Sansai 

district area in Chiang Mai. The bud and core of Houymon pineapples were cut into small 

pieces and dried ai 50 0C in oven for 2-3 days until fully dried. The sample stored in an 

airtight dark container prior to the extracted process. 

2. Extraction 

2.1 Maceration 

The 200.00 grams of dried core and bud were soaked in 1000 mL of ethanol at room 

temperature for 3 days. Then, filter out the sediment using cheesecloth and further filter with 

filter paper number 1, then evaporate the solvent from the obtained extract using a rotary 

evaporator. Repeat the experiment with the same procedure but change the solvent to ethyl 

acetate. 
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2.2 Soxhlet extraction 

The 50.00 grams of the dried sample place in a Soxhlet extractor with 250.00 mL of 

ethanol. The sample was extracted for 3 hours to obtain a crude extract of the pineapple core 

and buds. Repeat the experiment with the same procedure but use ethyl acetate as the solvent. 

3. Analysis of Total Phenolic Compounds in Crude Extracts. 

The phenolic content in crude extracts was analyzed by the Folin-Ciocalteu method, 

adapted from the method of M. Amzad Hossain[1] and comparing with the standard gallic 

acid. 

4. Preparation of Microcapsule extracts. 

The microcapsule extracts were prepared with 100 mL solution of 3% (w/v) sodium 

alginate and 10 mL of 90% (w/v) pineapple extract. The mixture stirred at 80 degrees Celsius 

and let it cool. Then, the mixture was dropped into 100 mL of 5% ( w/v) calcium chloride 

solution, stirring continuously to prevent the gel beads from sticking together. Stir the 

solution and leave it to allow the gel to solidify for 30 minutes. The microcapsules were flited 

from the solution using filter paper number 1 and wash them with distilled water and leave 

the microcapsules at room temperature for 2 days. The functional groups of the obtained 

microcapsules were analyzed by ATR-FTIR. Moreover, the structural characteristics of the 

microcapsules was determined by a scanning electron microscope (SEM). 

5. Analyzation of the release of total phenolic compounds from microcapsule extract. 

Prepare A pH 4.5 buffer solution prepared by 100 mL of 0.4 M sodium acetate 

trihydrate and 100 mL of 0.4 M acetic acid. The 0.10 grams of the capsules add to 30 mL of 

the buffer and stirred the solution for 3 hours. Repeat the procedure by stirring the solution 

for 6 hours, 12 hours, and 24 hours, respectively. After each specified time, the filtered 

solution was analyzed total phenolic content by Folin-Ciocalteu method. 

 

Results and Discussion:  

1. Extraction of Compounds from Pineapple Crown and Core 

Extraction of compounds from pineapple bud and core can be performed using several 

methods. In this study, we investigated the extraction of compounds from pineapple bud and 

core using maceration and Soxhlet extraction methods with ethanol and ethyl acetate 

respectively. The results of each extraction method with both solvents were compared. The 

physical characteristics of the extracts and the percentage yields are detailed in Table 1. From 

the Table1 the extraction of pineapple bud and core using both the soxhlet extraction and 

marceration method, it was found that the using of ethanol effort a higher percentage than the 

using of ethyl acetates. Therefore, it can be concluded that the desired compounds from 

pineapple dissolve better in more polar solvents. Hence, ethanol is selected as the solvent for 

extracting compounds from pineapple bud and core. The soxhlet method, as it requires less 

extraction time and provides a higher yield compared to the maceration.  

2. Analysis of Total Phenolic Compounds in Crude Extracts. 

The analysis of the phenolic content in crude extracts by using the Folin-Ciocalteu 

method, adapted from the method of M. Amzad Hossain and comparing with the standard 

gallic acid found the result in Table2. 
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Table 1. 

Physical Characteristics of Extracts and Percentage Yields for Each Technique 

  

Technique Solvent Physical Characteristics % yield 

soxhlet extraction ethanol 

 

 

viscous Liquid 

dark brown 

pineapple aroma 

 

24.57 

 ethyl acetate viscous Liquid 

yellowish-brown 

pineapple aroma 

 

0.72 

maceration ethanol viscous Liquid 

light-brown 

pineapple aroma 

 

17.04 

 ethyl acetate viscous Liquid 

yellow 

pineapple aroma 

 

0.18 

 

 

Table 2.  

Total Phenolic Content in Milligrams of Gallic Acid per Gram of Extract. 

 

Technique Solvent Total Phenolic Content 

(milligrams of gallic acid 

per gram of extract) 

soxhlet extraction ethanol 

ethyl acetate 

71.85 

64.70 

 

maceration ethanol 

ethyl acetate 

67.70 

50.29 

 

When considering the use of each type of solvent in Table2, it was found that ethanol 

extraction yielded the highest amount of total phenolic compounds, with 71.85 mg GAE/g of 

extract when using the soxhlet extraction method. These findings are consistent with the 

research of M. Amzad Hossain[1], which studied the total phenolics, flavonoids, and 

antioxidant compounds in pineapple flesh using solvents including methanol, ethyl acetate, 

and water. The study found that methanol extraction had the highest amount of phenolics, 

followed by ethyl acetate and water, respectively. This indicates that phenolic compounds are 

likely to be quite polar and dissolve well in alcohol-based solvents, leading to higher yields 

with alcohol extractions compared to less polar solvents like ethyl acetate. When comparing 

extraction methods, the differences in the amount of phenolic compounds extracted are not 

very significant. Therefore, the choice of extraction method may depend on convenience and 

extraction time. The soxhlet method has the advantage of a shorter extraction time but may 

lose some active compounds due to the use of heat. The maceration method has the advantage 

of not using heat, thus preserving some heat-sensitive compounds, but requires a longer 

extraction time. 
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3. The preparation of microcapsule with Encapsulation Technique 

The preparation of microcapsules with 3% (w/v) sodium alginate and 90% (w/v) 

pineapple extract drop into a calcium chloride solution, to product capsule beads, as shown in 

the Figure1. 

 

   
 

Figure 1. 

Alginate microcapsule (left) and Pineapple extract microcapsule (right) 

 

From Figure 1, it can be observed that the appearance of the capsules, when 

comparing alginate microcapsules and extract microcapsules, shows that both have a droplet 

shape. However, they differ in color: alginate microcapsules are white, while the extract 

microcapsules are yellowish-brown, reflecting the color of the pineapple extract mixed with 

alginate. Based on these physical characteristics, it can be inferred that alginate effectively 

encapsulates the extract. Therefore, The IR-spectroscopy (ATR-FTIR) and SEM techniques 

were conducted to examine the molecular and structural levels.   The functional groups in the 

extracted microcapsules were analyzed using the ATR-FTIR technique comparing the spectra 

of crude extract as shown in Figure 2. 

 
Figure 2. 

ATIR-FTIR spectrum of extract and extract microcapsules 

 

From the FTIR results, the functional groups in the pineapple extract can be analyzed 

as phenolic compounds and other components in pineapple. The structure includes hydroxyl, 

aromatic, and carboxyl groups, as observed from the peaks of O-H, C-H, C=O, C=C, and C-
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O stretching appearing at wavenumbers 3369, 2933, 1726, 1645, and 1419 cm-1, respectively. 

When examining the spectrum of the extract microcapsules, the peaks for O-H stretching and 

C-O stretching appear at wavenumbers 3301 and 2920 cm-1, respectively, while the aromatic 

C=C peaks are observed at 1594 and 1418 cm-1. These observations are similar to those of the 

peak of pineapple extract, suggesting that the extract is indeed incorporated into the 

microcapsules. 

 In the study of the microstructure of extract microcapsules compare with alginate 

microcapsules by using a scanning electron microscope at 1000x magnification, the external 

characteristics of the microcapsules can be observed, as shown in Figure 3. 

 

    
 

Figure 3. 

SEM of alginate microcapsule (left) and SEM of pineapple extract microcapsule (right) 

 

From the data of SEM of the microstructure of alginate microcapsules and extract 

microcapsules, it can be observed that alginate microcapsules have deep cracks and a high 

number of pores. In contrast, extract microcapsules exhibit shallower cracks and fewer pores 

compared to the alginate microcapsules. This indicates that the extract microcapsules are 

better at retaining the extract. 

 

4. Analysis of the Release Capability of Total Phenolic Compounds in Microcapsules 

The test for the ability to release the total phenolic compounds from microcapsules 

was conducted by preparing a mixing of the extract microcapsules and pH 4.5 buffer solution 

and stirring it for 3, 6, 12, and 24 hours. The phenolic compounds in the solution were then 

quantified using the Folin-Ciocalteu method, modified from the method of M. Amzad 

Hossain. The result show in Table 3. 

 

Table 3. 

The release capability of total phenolic compounds in extract microcapsules 

 

Time (hour) 

Total Phenolic Content 

(milligrams of gallic acid per gram of 

extract) 

3 1.25 

6 1.38 

12 1.67 

24 2.00 
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Based on the data in Table 3, it is evident that as the extract microcapsules are stirred 

for longer periods, the rate of release of phenolic compounds increases with the duration of 

the microcapsule immersion. This finding can be applied to cosmetic products to enhance 

their stability, prolong their effectiveness, improve skin penetration, and increase the efficacy 

of the cosmetic's desired effects. 

 

Conclusion:  
The study demonstrated that the extract of buds and cores of Hauymon pineapple with 

Soxhlet extraction by using ethanol as a solvent express the highest percentage yield at 

24.57% and exhibited the total phenolic contents of 71.85 mg GAE/g crude extract and 

increasing the stability with encapsulation of sodium alginate. The functional group of beads 

was analysis by ATR-FTIR technique.  Hydroxy group were observed at 3301 cm⁻¹ and at 

1594 cm⁻¹ and 1418 cm⁻¹ for the aromatic group, respectively. The physical characteristics of 

the extracted alginate beads were studied under scanning electron microscopy (SEM). The 

SEM revealed that the microcapsules of extract have fewer fissures and pores than the 

microcapsules of alginate. Total phenolic release was analyzed at different times and the total 

phenolic retention efficiency was analyzed. It was found that the amount of phenolics 

released after 24 hours being 2 milligrams per gram of microcapsules. 
  

References: 

1. Amzad Hossain M, Mizanur Rahman SM. Food Research International. 2011;44:672–676. 

2. Martono Y, Novitasari F, Aminu NR. Jurnal Kimia Sains dan Aplikasi. 2020; 23:325-332.  

3. Munteanu IG, Apetrei C. Analytical Methods Used in Determining Antioxidant Activity: 

A Review. 2021;22:3380-3385.  

4.  Alara OR, Abdurahman NH, Ukaegbu CI. Journal of Applied Research on Medicinal and 

Aromatic Plants. 2018; 11:12-17.  

5. Kühbeck D, Mayr J, Häring M, Hofmann M, Quignard F, Díaz Díaz D. New Journal of 

Chemistry. 2015;39:2306-2315. 

6. Vatcharaporn P, Pichit S. KKU Science Journal. 2017;45:531-542. 

7. Timilsena YP, Haque A, Adhikari B. Food and Nutrition Science. 2020;11: 481-508. 

8. Wanwisa S, Niramol P. The 9th Science research conference. 2017; May: 372-378.  

422



C-CHEMISTRY (PHYSICAL & THEORETICAL CHEMISTRY)



 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

APPLICATION OF THE DESIGN THINKING PROCESS IN THE DEVELOPMENT 

OF MAYONGCHID NAKHON NAYOK BOARD GAMES: A STUDY WITH 12TH-

GRADE STUDENTS  

Poom Tookammee, Sucheewin Chotiwit, Chatchadaporn Pinthong*  

Department of Chemistry, Faculty of Science, Srinakharinwirot University, Bangkok 10110, 

Thailand 

*e-mail: chatchadaporn@g.swu.ac.th 

 

Abstract: 

Mayongchid Nakhon Nayok, a geographical indication (GI) of Thailand, is predominantly 

cultivated in Nakhon Nayok province. Despite its significance, there is a gap in the local 

community's understanding of this fruit's cultivation practices and characteristics. Older 

farmers primarily hold this knowledge, posing a challenge in transferring this expertise to the 

younger generation. Our study identified the need for an effective learning tool to bridge this 

knowledge gap and facilitate the transmission of agricultural techniques from one generation 

to the next. To address this issue, we designed a series of learning activities that empowered 

local students to maintain and continue the agricultural heritage associated with Mayongchid 

Nakhon Nayok. Utilizing a five-stage design thinking process: empathize, define, ideate, 

prototype, and test. We implemented purposive samples of 12th-grade students from the local 

area. This process was integrated into each learning activity, enabling students to design and 

create educational board games incorporating chemistry and problem-solving concepts. The 

results of our study demonstrated improvements in students' problem-solving abilities; the 

paired-sample t-test results showed that the mean posttest score (35.13 ± 9.10) was 

significantly higher than the mean pretest score (21.28 ± 18.90) and overall satisfaction with 

the learning activities. These findings suggest that integrating design thinking into 

educational activities can effectively enhance student engagement and knowledge retention. 

This approach offers valuable insights for curriculum developers, highlighting the potential 

for such methods to inspire and sustain educational innovation. 
 

Introduction:  

The challenges of 21st-century learning management during the rapid development of 

communication technology enhance the quality of life across economic, political, social, and 

environmental trends. Therefore, modern teaching and learning methods should prioritize 

helping students achieve outcome-based learning. It is crucial to foster higher-order thinking 

skills like analytical thinking and synthesizing new knowledge. These skills require more 

complex cognitive processes for effective decision-making and problem-solving.1 Lead 

students to think critically, make the right decisions, solve problems using appropriate 

methods, and live with others based on moral and ethical work, which is essential for 

advancing societal progress.2 

The current chemistry curriculum of Thailand was developed by the Office of Basic 

Education Commission (OBEC) and the Institute for the Promotion of Teaching Science and 

Technology (IPST). To emphasize knowledge, scientific process skills, 21st-century skills, 

and scientific attitude. Science, mathematics and technology curriculum (the revised 

curriculum 2017) following the Basic Education Core Curriculum B.E. 2551 (2008) 

contained learning outcomes in an extra subject in chemistry that allow students 1) to define 

problems and propose solutions using their knowledge of chemistry from everyday situation, 

2) to provide evidence of the integration of chemical knowledge with other fields of study 
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including analytical thinking, problem-solving, and creative thinking, 3) to present a piece of 

work from situational problem-solving or an exciting issue by using information technology, 

4) to show the evidence of participation in a seminar, academic conference or in an 

exhibition.3 Therefore, instructors need to find instructional media for teaching and learning 

to encourage students to achieve explicit learning, experience, and skills for applying to 

further careers.  

Board games are one of the effective instructional media that enhance students' 

attention. This method motivates students to engage actively in learning and challenges them 

to learn through trial and error, making strategic decisions during gameplay.4 Research has 

demonstrated the positive impact of educational board games on learning chemistry, 

suggesting that incorporating games as educational tools enhances students' conceptual 

understanding and classroom participation.5 Moreover, board games were used to promote 

student communication and perception. They discuss complex problems and reflect on game 

elements using their prior knowledge, which promotes sharing, understanding, and 

addressing communication issues.6 Science-themed board games have been shown to develop 

students' scientific concepts and creative problem-solving skills. The results showed that 

students perform creative problem-solving abilities by applying their chemistry knowledge to 

social science issues within game mechanics.7 Furthermore, designing and developing board 

games for various scenarios using a design thinking process allows students to define a 

problem and ideate solutions. Prototyping and testing these ideas facilitate a deeper 

understanding and promote effective learning outcomes. 

Mayongchid (Marian plum) is an important fruit that generates income for the 

agricultural sector of Nakhon Nayok province. It has been registered as a geographical 

indication product of Thailand. Mayongchid Nakhon Nayok is characterized by its yellow-

orange color, big size, oval shape, thick and firm flesh, and crispy, fragrant, sweet, and sour 

taste8. Most farmers managing Mayongchid orchards are elderly and require their children to 

take over these agricultural responsibilities. Young farmers will be more adaptable than older 

farmers in maintaining this career. Therefore, building knowledge and understanding of 

Mayongchid cultivation among the new generation is critical, particularly regarding its 

nutritional value and the growing process. Additionally, it is essential for local farmers to 

accurately convey information to consumers about Mayongchid, including its high-value-

based pricing, health benefits, and the issue of chemical residues from planting and 

harvesting; that is the pain point of the moment. 

Based on the problems mentioned earlier, we had an idea to develop learning 

activities using a board game with a design thinking process on Mayongchid Nakhon Nayok 

to promote students learning in chemistry and problem-solving concepts.  

 

Methodology:  

This research was conducted through a one-group pretest-posttest design. Forty 12th-grade 

students from a secondary school in Thailand enrolled in chemistry and problem-solving 

courses. The learning activities were implemented using the design thinking process and 

divided into three phases: seven activities, as shown in Table 1. 

 

Table 1. 

Learning activities with the design thinking process. 

Phases Activities Stage of design thinking  

Phase 1 1. Preparation of students’ knowledge 

before learning the topic of the design 

thinking process to create a board game. 

 

Phase 2 2.  Students studied problems or factors 1. Empathy of Mayongchid 
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Phases Activities Stage of design thinking  

affecting Mayongchid Nakhon Nayok 

using in-depth interviews with farmers and 

document analysis. 

Nakhon Nayok's problems. 

 3. Students summarized information from 

individual sources and classified 

information.   

2. Define problems related to 

Mayongchid Nakhon Nayok. 

 4. Students designed a board game based 

on data collection about Mayongchid 

Nakhon Nayok, consistent with science 

and society issues and presentation in 

class. 

3. Ideate and design methods 

to solve Mayongchid Nakhon 

Nayok's problems. 

 5. Students made a board game prototype 

and checked with a teacher to develop it 

more efficiently. 

4. Prototype of Mayongchid 

Nakhon Nayok board game. 

 6. Students tested the board game with 

their classmates. A class discussion was 

organized, and satisfaction with the board 

game and an individual score was 

evaluated. 

5.Test of Nakhon Nayok 

Mayongchid board game. 

Phase 3 Students learning outcomes and the 

Mayongchid Nakhon Nayok board game 

were evaluated. 

 

 

Results and Discussion:  

Table 2 shows the summaries of students' learning outcomes according to the 

learning activity, which involved using the design thinking process to create a board game. 

 

Table 2. 

The students' learning outcomes with the design thinking activities. 

Activities Students learning outcomes 

Empathy - Students were able to identify problems to solve. 

- Students could raise questions that helped them access the interviewees’ 

information. 

- Students paid attention to the activities and work in the group. 

Define  - Students were able to express their opinions and discuss within the group. 

- Students could summarize the information and identify the problems to 

make others understand. 

Ideate - Students were able to analyze the information to design a board game. 

Prototype - Students were able to create a Mayongchid Nakhon Nayok board game as 

they designed 

- Students were able to write their rules for playing the game and let other 

people understand 

Test - Students could present their group board game, share their friends to play, 

and give a score to the board game of their group and the others. 

 

The students' learning outcomes scores with the design thinking activities were 

evaluated based on their five-stage performance and the effectiveness of the Mayongchid 

Nakhon Nayok board games. The average score for student performance and board games 

was more than 80%, as shown in Table 3. The high scores in the prototype stage demonstrate 
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that students have effectively developed board games that involve chemistry and problem-

solving concepts. In contrast, the lower scores in the empathy stage reveal that students 

initially lacked an understanding of Mayongchid Nakhon Nayok, indicating the importance of 

providing more experiential learning opportunities to enhance their comprehension and 

empathy. 

 

Table 3. 

The average student performance scores and board games based on the design thinking 

process used to develop the Mayongchid Nakhon Nayok board game. 

 Student performance scores of the design 

thinking process 

Total (25) Board game 

(20) 

Empathy Define Ideate Prototype Test 

x̅ 3.50 4.30 4.05 4.80 4.60 21.25 17.75 

S.D. 0.51 0.46 0.68 0.41 0.50 

percentage 85.00 88.75 

 

 Based on the design thinking process, students can create their own board game with 

different characteristics of the Mayongchid Nakhon Nayok, depending on their collected 

data, as shown in Table 4. These results confirmed in Table 3 that students had higher scores 

in the prototype stage. 

 

Table 4. 

The example of students’ board game. 

Name  Board game  Number of 

players 

Played 

Time  

Theme 

Explore the 

land of 

Mayongchid 

 

Two persons 

or more 

30 minutes Sharing ideas 

about the use of 

fertilizers in 

planting 

Mayongchid and 

the sale of 

Mayongchid 

Mayongchid, 

I am here 

 

3 – 6 persons 40 minutes Planning and 

taking care of 

Mayongchid to get 

the product that 

makes the highest 

profit from the 

sales 

Billon baht 

Mayonchid 

 

2 – 6 persons 40 minutes Sharing ideas 

about the use of 

fertilizers in 

planting 

Mayongchid and 

the sale of 

Mayongchid 
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Joyful 

Mayongchid 

 

Four persons 

or more 

40 minutes Pest control and 

how to take care 

of Mayongchid 

trees and fruit 

 

Grandma’s 

Mayongchid 

Orchard 

 

Four persons 

or more 

divided into 

two teams 

40 minutes How to take care 

of an orchard of 

mature 

Mayongchid to get 

quality 

Mayongchid fruit 

under a limited 

budget 

Where Bug 

 

Five persons 

or more 

40 minutes Types and 

structures of 

chemicals 

associated with 

Mayongchid 

Sell 

Mayongchid 

and Catch a 

Spy 

 

6- 8 persons 

divided into 

two teams 

40 minutes How to take care 

of Mayongchid 

roots, trunks, 

leaves, flowers, 

and fruit 

The Finding 

Traitor 

 

Five persons 

or more 

40 minutes How to plant 

Mayongchid trees 

 

Moreover, the achievement test of problem-solving skills was determined using four 

open-ended questions with a total score of 48. Each question has a chemistry and problem-

solving scenario, which allows students to use scientific methods to solve it. The data were 

then evaluated using a paired-sample t-test for dependent samples, which showed that at a 

0.05 significance level, the mean score of the posttests (35.13±9.10) was significantly higher 

than the mean score of pretests (21.28±18.90) shown in Table 5. The findings indicate that 

integrating the design thinking process into the learning unit. This can encourage students to 

connect their knowledge to a scientific process, leading to students having problem-solving 

skills in the context of chemistry. For example, students know about using fertilizers to plant 

Mayongchid and reducing the use of pesticides, how to take care of an orchard of mature 

Mayongchid to get quality Mayongchid fruit under a limited budget, etc. 
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Table 5. 

Statistical parameters for problem-solving skills test. 

Problem-solving 

skill test 

n Total 

score 

x̅ S.D. t df p 

Pretest 40 48 21.28 18.90 24.69 39 .000a 

posttest 40 48 35.13 9.10    
aSignificant at the level of p < 0.05 

 

The developed learning activities align with the core components of the science and 

technology curriculum, as revised in 2017 under the Basic Education Core Curriculum B.E. 

2551 (2008), which was specific to students who learn in Nakhon Nayok province. This study 

highlights the effectiveness of incorporating the design thinking process into activities, 

particularly in developing board games that challenge students to create a game from the 

learning process. One notable application involved the agricultural product Mayongchid, 

which is significant in Nakhon Nayok. The information revealed that students had limited 

knowledge about Mayongchid, indicating a gap that these learning activities effectively 

addressed. The design thinking process motivated students to engage in deeper inquiry, 

prompting them to formulate questions, conduct systematic research, and discuss real 

problem issues. This investigative approach increased their knowledge about Mayongchid 

and enhanced their problem-solving skills. The activities facilitated opportunities for students 

to express their opinions in groups and share ideas to develop prototypes, which, consistent 

with Pitchaya Klaharn (2021), demonstrated learning activities based on the design thinking 

process and project-based learning management promoted active engagement, inquiry, 

observation, and interaction, contributing to knowledge to connection through peer 

discussions. Similarly, Sumitra Bucha (2020) found that learning activities based on design 

thinking and a participatory learning approach significantly enhanced student’s creative 

thinking9. Students played a role in learning and working together as a collaborative, which 

had knowledge sharing, including working collaboratively to create a successful work as they 

designed.  

These findings show the importance of integrating the design thinking process into the 

chemistry and problem-solving learning unit. This can encourage students to connect their 

knowledge to a scientific process, leading to more meaningful and effective learning 

outcomes as students have problem-solving skills in the context of chemistry and building a 

body of knowledge independently. Learning activities in class stimulate students to have 

thinking and practice abilities. Therefore, students had the highest level of satisfaction with 

the learning management. This is consistent with Manit Asanok (2020), who conducted a 

study on integrating design thinking to develop learning management innovation10. It was 

found that the design thinking process promotes students’ learning and development skills, 

including creative thinking and problem-solving processes, through doing by themselves.  

Design thinking learning activities allow students to demonstrate their potential 

through a 5-stage process, developing questioning skills, observation skills, and 

understanding situations and environments at that time, using their own experiences. It 

emphasizes students’ hands-on experience in discovering and creating knowledge by 

themselves. Students connect their knowledge and experiences, creating works or projects 

and identifying issues related to longan, which are exciting and real in their immediate 

society. Students explore challenging problems in their communities, present ideas and 

methods of solving problems to users, and promote the courage to express themselves. It 

allows students to experiment, have self-confidence, and successfully create works or 

projects from students’ problem-solving skills. The design thinking process can be applied to 

increase problem-solving skills and create innovations, effectively promoting 21st-century 
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learning skills. Therefore, it can be seen that design thinking has been applied to classroom 

learning activities for students. Students who have used design thinking in learning activities 

have advanced problem-solving skills that they can apply in their studies and daily lives. 

 

Conclusion:  

We successfully developed the Mayongchid Nakhon Nayok board game using a design 

thinking process with 12th-grade students, demonstrating this approach's effectiveness. 

Students could engage in the five stages of design thinking: empathize, define, ideate, 

prototype, and test. The results indicated that over 80% of students achieved the learning 

outcomes. They can apply their design thinking knowledge to create innovative board games 

that showcase various characteristics of Mayongchid Nakhon Nayok. These findings suggest 

that integrating design thinking into learning activities can significantly enhance students' 

problem-solving skills and foster creativity. 
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Abstract:  

Breast cancer is one of the most prevalent diseases worldwide. Chemotherapy is a crucial 

treatment option, though it has many adverse effects. "N-phenylacetamide" or "Acetanilide" 

derivatives remain largely unexplored in anticancer research. In this study, derivatives of 

acetanilide compounds were meticulously crafted to assess their biological efficacy. A total 

of sixty-eight compounds were designed, followed by a rigorous evaluation. Employing 

advanced computational techniques, including ADMET analysis using SwissADME, 

geometry optimization via Gaussian 09, and molecular docking with Autodock Vina, 

physicochemical descriptors were computed, facilitating the prediction of ADME parameters, 

pharmacokinetic properties, drug-likeness, and medicinal chemistry friendliness of potential 

small molecules, thereby bolstering drug discovery endeavors. Compounds M3, M10, and 

M11 emerged as promising candidates with lead-like characteristics among the developed 

acetanilide derivatives. By demonstrating strong binding affinity to the target proteins Human 

Topoisomerase, I and II, as evidenced by docking scores ranging from -6.5 to -7.3 kcal/mol 

and -6.8 to -7.7 kcal/mol, respectively, 2-hydroxy-N-(4-hydroxyphenyl) propanamide (M10) 

exhibited superior inhibition of both topoisomerases compared to the positive controls 

(Melphalan: -6.6 and -5.8 kcal/mol). These in silico analyses suggest substantial potential for 

pharmacological activity in vivo. This research project delves into the intriguing 

pharmacological properties of newly synthesized compounds, presenting a promising avenue 

for breakthroughs in cancer research. 

 

Introduction:  

Breast cancer is one of the most common cancers affecting women worldwide. Breast cancer 

significantly contributes to cancer morbidity and mortality worldwide. It originates in the 

cells of the lungs and is among the most common types of cancer, leading to a high number 

of cancer-related deaths2.Chemotherapy is a crucial treatment option despite its many adverse 

effects. "N-phenylacetamide" or "Acetanilide" derivatives remain largely unexplored in 

anticancer research (Figure 1). 

 

 
Figure 1. 

Breast cancer and derivativities acetanilide. 
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Small-molecule drugs remain the most commonly used treatment for cancer. 

However, the cytostatic agents and DNA poisons initially developed for clinical use are 

losing their prominence. Their severe, often life-threatening, and difficult-to-manage side 

effects significantly degrade patients' quality of life and frequently lead to therapy 

discontinuation. This is due to their non-specific mechanism of action and low selectivity. 

Some alkylating agents are more toxic to normal cells than to malignant ones. Another 

common issue is the development of resistance, which may emerge after a brief positive 

response to therapy or even occur immediately in some patients. This resistance is also 

challenging in targeted therapies using novel agents like kinase inhibitors and larger 

therapeutics like monoclonal antibodies. Therefore, while novel small-molecule agents are 

still in demand, newly designed compounds must possess a specifically targeted mechanism 

of action and good selectivity for cancer cells over normal cells. Simple aromatic amides are 

attractive scaffolds for designing new drugs because they resemble biological structures and 

have excellent synthetic availability. Drugs used in the clinic, such as Niclosamide, 

Flutamide, Mebendazole, Sirtinol, and Derivative of amide A, contained a scaffold of 

acetanilide derivatives (Figure 2). 

 

 
Figure 2. 

Drugs used in the clinic, such as Niclosamide, Flutamide, Mebendazole, Sirtinol, and 

Derivative of amide A, contained a scaffold of acetanilide derivatives. 

 

We decided to exploit the acetanilide skeleton compounds to increase its lipophilicity 

and affinity to DNA and the replicative enzymes for drugs anti-cancer cells by using 

Molecular docking, which simulates the binding between a receptor and a ligand. In our 

continuing search for potential drug candidates. 

 

Methodology:  

Designed the structures of Ligand 

Acetanilide derivatives contain naphthalic acid (R1) and aromatic amines (R2)., 

which showed the results in their synthetic availability. On the other hand, no specific target 

has yet been proposed for similar compounds and their mechanism of action appears to be 

multitargeted as described for niclosamide or its analogs. An overview of this approach is 

presented in Figure 3. A commercial library of building blocks can easily cover the 

substitution pattern in the amine moiety selected in this approach. This method seems 

particularly suitable for designing easily obtainable compounds with a common structural 

motif, as we reported for anticancers. 
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Figure 3. 

Design of the target amides, naphthalic acid (R1), and aromatic amines (R2). 

Compounds with an anticancer activity provided amine-derived. 

 

Computational Methods 

1. Drug-likeness Screening 

 Drug-likeness of compounds acetanilide derivative compounds were determined using 

SwissADME (http://www.swissadme.ch/index.php). According to 4 criteria, no lead likeness 

violations (molecular weight < 350 Dalton, LogP < 3.5, number of rotatable bonds ≤ 7), no 

Lipinski rule of 5 violations (molecular weight < 500 Dalton, LogP < 5, number of hydrogen 

bond donor ≤ 5, and number of hydrogen bond acceptor ≤ 5), TPSA (Topological Polar 

Surface Area) < 120 Å2, and high GI absorption (Gastrointestinal absorption).  

2. Absorption, Distribution, Metabolism, Excretion, and Toxicity (ADMET method) 

A further ADMET study of acetanilide derivative compounds was carried out using 

SwissADME (http://www.swissadme.ch/). The ADMET properties were considered as 

follows: Absorption (Human Intestinal Absorption, Caco-2 Permeability, Pgp-Substrate,   
Pgp-Inhibitor I, Pgp-Inhibitor II, and Renal Organic Cation Transporter), Distribution 

(Blood-Brain Barrier and Subcellular localization), Metabolism (CYP450 2C9 Substrate, 

CYP450 2D6 Substrate, CYP450 3A4 Substrate, CYP450 1A2 Inhibitor, CYP450 2C9 

Inhibitor, CYP450 2D6 Inhibitor, CYP450 2C19 Inhibitor, CYP450 3A4 Inhibitor), and 

Excretion (CYP Positively Promiscuity), and Toxicity (skin sensitization, Estrogen receptor 

binding, Aromatase binding, AMES Toxicity, Acute Oral Toxicity, and Carcinogens). 

3. Molecular Docking Studies 

Molecular docking simulates the binding between a receptor and a ligand. This method is 

essential in drug development using computers as a computational aid. The aim of doing Protein-

Ligand molecular docking is a predicted 3D binding between receptors, which are proteins and 

ligands. The binding simulation randomly determines the optimal structure by calculating binding 

energy terms and using the scoring function as a scoring index, the Vina score, with the more 

significant the negative. It shows excellent protein-ligand binding capacity. The DockingApp, 

MTiAutoDock, rDock, SwissDock performance, and CB-Dock on Astex Diverse Set and 

MTiAutoDock Set websites were used to compare programs using molecular docking to 

determine proteins and ligands' three-dimensional (3D) structure, predicting capture position and 

correlation. CB-Dock websites showed the most accurate and accurate graph in Figure 4. Yang 

Cao Lab developed the CB-Dock website, which signifies the binding site of a given protein and 

calculates its center and size with a new curvature-based compartment detection method. It was 

carefully optimized and had a success rate of about 70% with a mean squared mean (RMSD). As 

≤ 2 Å, which outperformed the Molecular Instruments, another docking, the researcher focused 

on using the CB-Dock website to study docking molecules. 
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Figure 4. 

DockingApp, MTiAutoDock, rDock, SwissDock performance, and CB-Dock on 

Astex Diverse Set and MTiAutoDock Set. (Yang Liu, 2019). 

 

3.1. Protein and Ligand Preparation. 

Toxicology predictions for ligands and ADMET were also made using the pkSCM and 
Molsoft websites with the hyperlink https://structure.bioc.cam.ac.uk/pkcsm and 

https://www.molsoft.com/, respectively, the three-dimensional structure of the ligands was 

obtained from the PubChem website https://pubchem.ncbi.nlm.nih.gov/. 

 

3.1.1 Protein Preparation  

 
Topoisomerase I (PDB: 1A35)     Topoisomerase II (PDB: 4FM9) 

 

Figure 5.  

Human DNA topoisomerase I and II ATPase/ADP. 

 

3.1.2 Ligand Preparation 

Acetanilide derivatives comprise naphthalic acid (R1) and aromatic amines 

(R2), resulting in synthetic availability. The sixty-eight compounds were obtained. The 3D 

structures of derivatives acetanilide were obtained from the DFT calculations using the 

M062X method with the 6-31g(d,p) basis set implemented in the Gaussian09W package 

(Frisch et al., 2009). 
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3.2 Preparation of the Grid area for molecular docking 

Using Autodock Vina 1.1.2 for molecular docking, the grid area is determined using the 

receptor grid generation feature to identify the region in the system that serves as a receptor. The 

grid area is set using the receptor grid generation feature in the Maestro. The grid is set with the 

inhibitory center of topoisomerase I and II, the native ligands of PDB ID 1A35 and 4FM9, at the 

protein’s active site. We locked a grid area with the center coordinates of both for Topoisomerase 

I and II as X = 25, Y = 25, and Z = 25, and the grid box center is 19x20x33 and 43x30x12 

respectively. The topoisomerase I and II-DNA complex were kept rigid. Well-known amino acid 

residues defined the binding sites of the ligands on the receptor. Subsequently, the grid box was 

fixed, and the area of interest on the receptor was mapped by grid parameters, grid spacing with 

1.000 Å using the Centre of the target topoisomerase I and II-DNA complex (PDB: 1A35, 4FM9) 

as the Centre of the grid box. The Van der Waals radius is scaled to 1 in the Ligand section, with 

a partial charge cutoff of 0.25.  

Molecular docking uses an extra-high level of accuracy (XP) option. Using the Protein 

Preparation Wizard function of the Maestro program, the three-dimensional structure of proteins 

is prepared by attaching hydrogen atoms, eliminating water molecules that do not interact with 

proteins, enhancing protein structure, and optimizing hydrogen bonds in proteins.  

 

Results and Discussion:  

1. The design of structures of ligands for drug compounds to anticancer cell 

Acetanilide derivatives are composed of naphthalic acid (R1) and aromatic amines (R2), 

resulting in synthetic availability. The sixty-eight compounds were designed, followed by a 

rigorous evaluation. Employing computational techniques, including ADMET analysis using 

SwissADME, geometry optimization via Gaussian 09, and molecular docking with Autodock 

Vina, physicochemical descriptors were computed. This facilitated the prediction of ADME 

parameters, pharmacokinetic properties, drug-likeness, and medicinal chemistry friendliness of 

potential small molecules, thereby bolstering drug discovery endeavors. 

 

 
Figure 6. 

Results show that thirteen compounds were selected as drug compounds for docking. 

 

 

Table 1. 

The structure of molecular docking. 

No. Structure smile Name 

M0 

 

OC1=CC=C(C=C1)NC(C)=

O 

N-(4-hydroxyphenyl) 

acetamide 
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No. Structure smile Name 

M1 

 

O=C1C=C/C(C=C1)=N/C(C

)=O 

N-(4-oxocyclohexa-

2,5-dien-1-

ylidene)acetamide 

M2 

 

OC1=CC=C(C=C1)N(C(C)=

O)C(C)=O 

N-acetyl-N-(4-hydroxy 

phenyl)-acetamide 

M3 

 

OC1=CC=C(C=C1)NC(C(C)

O)=O 

2-hydroxy-N-(4-

hydroxy 

phenyl)propanamide 

M4 

 

OC1=CC=C(C=C1)NC(C(C)

=O)=O 

N-(4-hydroxyphenyl)-

2-oxopropanamide 

M5 

 

CC(NC1=CC=C(C=C1)OC(

C)=O)=O 

4-acetaminophenyl 

acetate 

M6 

 

CC(NC1=CC=C(C=C1)[N+]

([O-])=O)=O 

N-(4-nitrophenyl) 

acetamide 

M7 

 

CC(NC1=CC=C(C=C1)N)=

O 

N-(4-aminophenyl) 

acetamide 

M8 

 

 

CC(NC1=CC=C(C=C1)NC(

C)=O)=O 

N,N'-(1,4-phenylene) 

diacetamide 
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No. Structure smile Name 

M9 

 

 

CC(N(C(C)=O)C1=CC=C(C

=C1)N(C(C)=O)C(C)=O)=O 

N,N'-(1,4-phenylene) 

bis(N-acetylacetamide) 

M10 

 

 

 

CC(NC1=CC=C(C=C1)OC(

C2=C(O)C=CC=C2)=O)=O 

4-acetamidophenyl 2-

hydroxybenzoate 

M11 

 

 

CC(N(C(C)=O)C1=CC=C(O

C(C)=O)C=C1)=O 

4-(N-acetylacet-

amido)phenyl acetate 

Melp-

halan 

 

O=C(O)C(N)CC1=CC=C(N

(CCCl)CCCl)C=C1 

2-amino-3-(4-(bis(2-

chloroethyl)amino)phe

nyl)propanoic acid 

 

2. The predictions of drug-likeness 

2.1 Lipinski’s Rule of Five, Drug Likeness Score, and ADMET Prediction. 

The compounds were carried out using SwissADME (http://www.swissadme.ch/index.php). 

The results of Lipinski’s rule and drug-likeness scores are shown in Table 2, and ADMET 

predictions are shown in Table 3. 

 

Table 2. 

Drug-likeness predictions of compounds M2-M11, computed by SwissADME. 

No. 

 

MW 

(g.mol-1) 

TPSA 

(Ao) 

R.B H.A H.D L.V  W Log P  Log S 

(ESOL) 

M2 193.20 49.33 2 2 2 0 1.16 -1.34 

M3 181.19 57.61 3 3 1 0 1.29 -1.18 

M4 179.17 69.56 3 3 3 0 0.52 -1.42 

M5 193.20 66.4 3 3 2 0 0.73 -1.49 

M6 180.16 55.4 4 3 1 0 1.38 -1.75 

M7 150.18 74.92 3 3 1 0 1.36 -2.15 

M8 192.21 55.12 2 1 2 0 1.04 -1.09 

436



8  (Full paper template) 

 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

No. 

 

MW 

(g.mol-1) 

TPSA 

(Ao) 

R.B H.A H.D L.V  W Log P  Log S 

(ESOL) 

M9 276.29 58.2 4 2 2 0 1.22 -1.05 

M10 271.27 74.76 6 4 0 0 1.49 -1.5 

M11 235.24 75.63 5 4 2 0 2.38 -3.27 

 

 

Table 3. 

ADME predictions of compounds M2-M11, computed by SwissADME. 

No. 
LogKp 

(cm/s) 
GIA BBB 

Pgp 

substrate 

Inhibitor interaction (SwissADME) 

CYP1A2 CYP2C19 CYP2C9 CYP2D6 CYP3A4 

M2 -6.90 High Yes No No No No No No 

M3 -7.45 High Yes No No No No No No 

M4 -7.06 High No No No No No No No 

M5 -6.95 High No No No No No No No 

M6 -6.73 High Yes No No No No No No 

M7 -6.22 High No No Yes No No No No 

M8 -7.16 High Yes No No No No No No 

M9 -7.52 High Yes No No No No No No 

M10 -7.84 High No No No No No No No 

M11 -6.12 High Yes No No No No No No 

 

 

M0 M2 M3 M4 

 
 

 
 

 

M5 M6 M7 M8 

  
 

  

M9 M10 M11 Melphalan 

     
Figure 7. 

437



9  (Full paper template) 

 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

Radar plot of the selected ligands and phytoconstituents based on physicochemical indices 

ideal for oral bioavailability. 

 

The data suggest that M2-M10 and M11 likely exhibit excellent ADMET properties 

(Table 2-3 and Figure 7). 

 

3. Molecular docking simulation 

 Molecular docking simulations were utilized to elucidate the interactions between 

M2-M10, M11, and Melphalan. First, the optimized structure of M2 was obtained from DFT 

calculations using the B3LYP method with the 6-31G(d,p) basis set implemented in 

Gaussian09W, and the protein crystal structure was obtained from the Protein Data Bank. 

Subsequently, the PDB files of the protein and the ligand were uploaded to the CB-Dock2 

web server (https://cadd.labshare.cn/cb-dock2/php/index.php). This server allows a 

convenient binding cavity detection, followed by a structure-based docking with AutoDock 

Vina. The final results were visualized using the PyMol program. The results show that 

identifying the best-docked pose with a Vina score of topoisomerases I and II (Figure 8). 

 

Name Topoisomerase I Topoisomerase II 
M0 -6.4 -6.1 
M2 -6.9 -7.1 
M3 -6.7 -7.1 
M4 -6.7 -7.1 
M5 -6.5 -6.3 
M6 -6.3 -6.0 
M7 -6.2 -6.5 
M8 -6.9 -6.5 
M9 -6.7 -6.9 
M10 -7.3 -7.7 
M11 -6.5 -6.8 

Melphalan -6.6 -5.8 
 

 
Figure 8. 

A Vina score with Topoisomerase I and II. 

 

Consequently, the molecular docking findings support the activity observed 

experimentally in silico. M3, M10, and M11 showed the Vina score more than Melphalan as 

a positive control in topoisomerase I and II (Figures 8-9 and Table 4). 

 

Table 4. 

Molecular docking scores and the corresponding residual amino acid and DNA interaction  

of the isolated compounds and standard drugs melphalan against Human Topoisomerase I 

and II. 

Compounds Lowest binding 

energy 

(kcal/mol) 

H-bonding with Hydrophobic bonding with 

Human Topoisomerase I 

M3 -6.7 Arg362, Arg364, 

da14 

Da13, da113, dg12, da15, dt112, 

dt111 
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Compounds Lowest binding 

energy 

(kcal/mol) 

H-bonding with Hydrophobic bonding with 

M10 -7.3 Dt110 Ala351, dc111, dt112, Pro431, 

da11, Lys751, dt10, Leu721, 

Asn722, Thr747, Asn430 

M11 -6.5 Da11 Dt10, Leu721, Lys751, Asn450, 

dt110, dc111, dt112, Pro451 

Melphalan -6.6 Dt112, da113 Arg364, Arg362, dc111, dg12, da13 

 

Human Topoisomerase II 

M3 -7.1 Dc11, Cys862, 

Gly855 

Da12, da8, dt9, dg9, Glu854, 

Ser861, dt10, Lys863 

M10 -7.7 Da8, dg7, dt10 Da13, dt13, dc11, dc9, Glu854, 

Lys863 

M11 -6.8 - Dc11, Lys863, Glu854, dg9, 

Cys862, da8, dt10, dc9, Thr993 

Melphalan -5.8 Dg10, da6 Dt6, dg7, dc8, Gln500, dt7, dc9 
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Figure 9. 

Three-dimensional (3D) and two-dimension (2D) a residual interactions network of the best 

selective compounds with the active site of topoisomerase I and II. 

 

According to the data, it has been determined that M3, M10 and M11 showed the vina 

score more than Melphalan as positive control in topoisomerase I and II. Figure 9 and Table 

4 show the corresponding residual amino acid and DNA interaction of the isolated 

compounds and standard drugs melphalan against Human Topoisomerase I and II on silico 

experiment. Their compounds are likely to exhibit excellent ADMET properties (Figure 9). 

Previous studies have primarily focused on classical topoisomerase inhibitors such as 

camptothecin in the treatment of breast cancer (Tesauro et al., 2019). However, no studies to 

date have explored the use of acetanilide derivatives for dual inhibition of topoisomerase I 

and II. Our research not only introduces a new class of topoisomerase inhibitors but also 

demonstrates their potential efficacy in overcoming resistance associated with single-enzyme 

inhibition. 

 

Conclusion:  

Investigating the chemical constituents of the series of new compounds and an unexplored 

design led to the successful use of topoisomerase I and II of breast cancer cells in silico. 2-

hydroxy-N-(4-hydroxyphenyl) propanamide (M10) exhibited superior inhibition of both 

topoisomerases compared to the positive controls (Melphalan). These in silico analyses 

suggest substantial potential for pharmacological activity in vivo. This research project 
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explores the intriguing pharmacological properties of newly synthesized compounds, 

presenting a promising avenue for breakthroughs in cancer research. 
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Abstract: 

In this work, the incorporation of orchid extract into gelatin and lactic acid film 

(GLBO) was prepared using solvent-casting method and used as acid-base indicator film. The 

mechanical and physicochemical characterization with sensitivity analysis in various pH 

conditions of the film were studied. The performance of GLBO indicator film was also 

evaluated by monitoring its response to ammonia and hydrochloric vapor. The results showed 

that the GLBO film was sensitive to pH, which was indicated by its color change from 

reddish pink to yellow as pH increased. Moreover, there were clear color changes: reddish 

pink to green and reddish pink to orange of GLBO indicator film with respect to the vapor of 

ammonia and hydrochloric, respectively. These results indicated that GLBO film could be 

used as a biodegradable acid-base indicator film.  

 

Introduction: 

Orchid flower Dendrobium Sonia ‘Earsakul’ (Figure 1) contains various anthocyanin 

compounds.1 These compounds enable orchid extract to function as an acid-base indicator.2 

In neutral conditions, anthocyanin displays a purple color. When it turns acidic, it appears 

red, and in a basic, it turns green. Biodegradable films have become popular nowadays 

because of environmental and pollution problems.3 These films are made from materials that 

can naturally break down, making them eco-friendly and sustainable.4 In this work, we 

prepared indicator film using biodegradable materials including gelatin, lactic acid and orchid 

extract. 

 
Figure 1. Orchid flower Dendrobium Sonia ‘Earsakul’ (a) and the chemical structures of 

anthocyanins at different pH (b). 
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Methodology: 

Orchid extract was prepared using the method described in Chaneam’s publication in 

2018.2 Fresh Dendrobium Sonia “Earsakul” orchids were dried for 2-3 days using a solar 

drying facility until fully dried.  Only the purple petal parts of dried orchids were then cut and 

used for color extraction. The dried purple petal and the distilled water with the ratio 1:20 

was heated at 60°C for 15 minutes, followed by filtration through cheesecloth and 11-micron 

filter paper in a pressure filtration apparatus to obtain 100% concentrated Dendrobium orchid 

extract. Gelatin (28% w/v) was dissolved in 100 ml orchid extract at 50°C. 2% w/v of lactic 

acid and 2% w/v of boric acid were then added to the solution and stirred for 20 minutes. 

After that the solution was sonicated with an ultrasonic cleaner for 60 minutes to remove air 

bubbles. The bubble-free solutions (3.5 mL) were poured onto a polytetrafluorethylene 

(PTFE) coated dishes (3.5 cm diameter), and then the film-forming solutions were left in the 

vacuum oven at 50 °C for 24 h to obtain dried hard indicator films. The films were stored in a 

desiccator at room temperature before use. Film characterization including surface color, 

thickness and mechanical properties were then performed. The surface color was represented 

in the CIELAB, or CIE L* a* b*, system. L* values is represented the color's lightness from 

0 (black) to 100 (white). The a* value is represented red/green intensity, where positive a* 

and negative a* indicate red and green, respectively. The b* value is represented yellow/blue 

intensity, where positive b* and negative b* indicate yellow and blue, respectively. 

Moreover, the sensitivity of film in different pH conditions and the sensitivity of film to 

ammonia vapor/hydrochloric vapor were investigated. 

 (Leave a blank line between sections.) 

Results and Discussion:  

 

Appearance and surface color of films  

  

The appearance of the indicator films made from: gelatin-lactic acid-boric acid (GLB) 

and gelatin-lactic acid-boric acid-orchid extract (GLBO) was displayed in Figure 2. Both 

GLB and GLBO film were transparent and glossy. The color of GLB was pale yellow, while 

the addition of orchid extract (GLBO) gave a reddish pink color film. The surface color 

analysis using a colorimeter was shown in Table 1. GLB film showed a high b* value 

according to its yellowish color, while GLBO film showed a high a* value corresponding to 

its reddish pink color. 

 

  
         GLB        GLBO 

 

Figure 2. The indicator films made from: gelatin-lactic acid-boric acid (GLB) and gelatin-

lactic acid-boric acid-orchid extract (GLBO). 

 

Table 1. The surface color of indicator films. 

 

Film L* a* b* 

GLB 92.55±0.44 -3.61±0.29 17.77±0.44 

GLBO 76.49±1.04 10.01±0.56 8.79±0.21 
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Sensitivity of indicator film in different pH conditions 

 

As can be seen in Figure 3, the results of the sensitivity of the GLBO indicator film 

that had been dipped in pH 1-14 buffer for 3 minutes showed that the indicator film could 

change color from red to yellow upon the pH conditions. This color variation upon the pH 

conditions was also similar to those observed in recently reported acid-base indicator film 

using anthocyanin as indicator shown in Table 2. 

 

 

 
 

Figure 3. The color of GLBO indicator film in different pH conditions. 

 

 

Table 2. Recently reported acid-base indicator film using anthocyanin as indicator. 

 

Source of 

anthocyanin 

Polymer basis Color variation pH 

buffer range 

References 

Black rice Pectin/chitosan pH 1-13, red to blue Fei et al. (2023)5 

Red cabbage 

 

Pectin/sodium alginate/cellulose 

nanocrystals 

pH 2-12, red to 

greenish-yellow 

Wang et al. 

(2023)6 

Butterfly pea 

flower 

Sugarcane wax/agar pH 2-12, red to green Jiyong et al. 

(2022)7 

Roselle Polyvinyl alcohol (PVA)/ 

hydroxypropyl methylcellulose 

(HPMC) 

pH 3-13, red to green Hu et al. (2023)8 

Red Dragon 

Fruit Peel 

Cassava Starch/Chitosan pH 1-13, red to yellow Anugrah et al. 

(2022)9 

Blueberry Pectin/sodium alginate/ 

 xanthan gum 

pH 2-12, red to green Cui et al. 

(2023)10 

Orchid flower 

Dendrobium 

Sonia ‘Earsakul’ 

Gelatin pH 1-14, red to yellow This work 
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Thickness and mechanical properties of films 

 

Table 3 demonstrated that the thickness and strength at break of GLBO were slightly 

higher than those of GLB. Moreover, compared to GLB, although GLBO had lower Young’s 

modulus, its % elongation at break was much higher than the others due to the addition of 

orchid extract. 

 

Table 3. Thickness and mechanical properties of indicator films. 

 

Film Thickness 

(mm) 

Strength at break 

(MPa) 

% Elongation at 

break 

Young’s 

modulus (MPa) 

GLB 0.54±0.05 0.70±0.13 47.60±7.61 0.57±0.15 

GLBO 0.58±0.04 0.77±0.20 65.81±9.15 0.49±0.04 

 

 

Sensitivity of indicator film to ammonia vapor and hydrochloric vapor 

 

 

 
 

Figure 4. The color of GLBO indicator film responses to 0.8 M ammonia vapor, ammonia 

vapor from concentrated ammonia and hydrochloric vapor from concentrated hydrochloric. 

 

Sensitivity of GLBO indicator film to ammonia vapor and hydrochloric vapor was 

investigated and the results were shown in Figure 4. It can be seen that the color of GLBO 

film was changed from reddish pink to orange within 15 minutes after contacted with vapor 

of 37% hydrochloric. GLBO film also changed the color to pale green after contacted with 

vapor of ammonia at least 15 minutes. Moreover, for the lower concentration of ammonia 

vapor at 0.8 M, the color change of GLBO film from reddish pink to green was occurred at 

the edge of the film within 2 hours of contact time and the GLBO film became green color by 

6 hours. These clear color changes of GLBO film responding to ammonia or hydrochloric 

vapor indicated that GLBO film could be used at acid-base indicator film.   

 

Conclusions: 

The natural indicator film (GLBO) was prepared by combining orchid extract with 

gelatin and lactic acid. GLBO film had reddish pink color with the L*, a* and b* values of 

76.49±1.04, 10.01±0.56 and 8.79±0.21, respectively. GLBO indicator film was changed the 

color from reddish pink to yellow according to the pH conditions, after it had been dipped in 

pH 1-14 buffer. Moreover, the noticeable changes of GLBO color from reddish pink to  
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orange responding to 37% HCl vapor occurred within 15 minutes. The clear color change 

from reddish pink to green was also observed after the film was contacted with ammonia 

vapor. These results suggested that GLBO film had the potential to be applied as a 

biodegradable acid-base indicator film.  
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Abstract:  

Water pollution by organic dyes poses a critical environmental threat due to their persistence, 

toxicity, and detrimental impacts on aquatic ecosystems and human health. This study 

investigates the adsorption capacity of activated carbon synthesized from coffee grounds 

(CGAC) for the removal of crystal violet (CV) from aqueous solutions. The CGAC was 

prepared by pyrolyzing coffee grounds at 600 °C for 4 hours, followed by chemical activation 

with KOH. The structural and chemical properties of CGAC were characterized using 

scanning electron microscopy (SEM), energy dispersive X-ray spectroscopy (EDS), Fourier 

transform infrared (FTIR) spectroscopy, and pH at the point of zero charge (pHpzc) 

techniques. The study found that the maximum CV removal efficiency of 91.41% was 

achieved under optimal conditions: an initial CV concentration of 300 mg·L⁻¹, an adsorbent 

dose of 0.5 g, a contact time of 120 minutes, at 30 °C and 240 rpm. The adsorption kinetics 

followed a pseudo-second order model, while the adsorption isotherm conformed to the 

Freundlich model, suggesting that CV adsorption onto CGAC occurs as multilayer adsorption 

on a heterogeneous surface. 

 
Introduction:  

Crystal violet (CV), also known as gentian violet, is a synthetic dye belonging to the class of 

triarylmethane dyes. It is commonly used in various applications due to its intense violet 

color and strong staining properties. In the fields of microbiology and histology, crystal violet 

is widely employed as a staining agent, particularly in the Gram staining procedure, which 

differentiates between Gram-positive and Gram-negative bacteria. Aside from its laboratory 

uses, crystal violet is also a hazardous pollutant in wastewater from textile, printing, and 

other industries, due to its toxicity and resistance to biodegradation. As a result, there has 

been significant interest in developing efficient methods to remove crystal violet from 

contaminated water. The lack of proper knowledge in selecting appropriate technology and 

the high costs of treatment often make it difficult for small-scale industries to afford 

wastewater treatment. If untreated, this wastewater can lead to contamination of natural water 

sources. Even a dye concentration of 1 mg/L can cause unpleasant visual effects, affect light 

penetration in water, and have environmental impacts.1 

Currently, wastewater treatment technologies in the dyeing industry include 

biological, chemical, and physical processes, each with its own limitations. For example, 

biological treatment requires microbes, and chemical precipitation may be inefficient for low-

concentration wastewaters. One method for treating dye wastewater is adsorption using 
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materials with high surface areas, which is effective for both inorganic and hard-to-degrade 

organic substances.2 Adsorption is favored due to its low cost, short treatment time, and 

ability to operate at ambient temperature and pressure. 3 
 Activated carbon is a product derived from natural or organic materials that contain 

carbon and hydrogen as major components. Through activation, a black product with a 

porous structure and high surface area is obtained, which has excellent adsorption properties.4 

Activated carbon can be produced from any carbon-containing material, such as coal or 

biomass such as coconut shells, palm shells, and wood. Recently, new, low-cost, and easily 

available materials, such as agricultural wastes, have been explored for activated carbon 

production, including bagasse 5, rice straw 6, peanut shells 7, tea residues 8, and coffee grounds 
9. Among these, coffee grounds have a high carbon content, making them suitable for 

activated carbon production, which is especially attractive for use as an adsorbent. 

 In this study, activated carbon was prepared from coffee grounds and activated with 

potassium hydroxide (KOH) to adsorb CV dye. The effects of the kinetics and isotherms 

parameters of the of CV solution on adsorption were studied for practical applications in dye 

removal from wastewater. 

 

Methodology:  

Preparation of CGAC  

Moisture was removed from coffee grounds by drying them at 105 °C for 24 hours. 

Dried coffee grounds were mixed with 85% w/w KOH and water in a 1:1 ratio by weight. 

The mixture was stirred well and allowed to soak at room temperature for 24 hours. The 

mixture was then placed into crucible and carbonized at 600 °C for 4 hours. It was washed 

with distilled water, and the surface was adjusted to pH 7 with HNO3. Subsequently, it was 

dried at 105 °C for 24 hours. The resulting product was coffee ground activated carbon 

(CGAC).  

 
Characterization of CGAC  

The approximation properties CGAC were analyzed. The FT-IR spectra of CGAC 

was recorded in a range of 4000 - 400 cm-1 (G8044AA, Agilent Technologies). The SEM in 

conjunction with EDS was applied for surface morphology and elemental analysis CGAC 

(Oxford, Merlin compact). 

 

Surface acidity/basicity 

 The surface acidity was estimated by mixing 0.25 g of each adsorbent with 25 mL of 

0.05 M NaOH solution in a conical flask for 48 hours at room temperature. After the mixtures 

separated, the filtrates were titrated with 0.05 M HCl. The surface basicity was obtained by           

a similar procedure, while 25 mL of 0.05 M HCl solution was contacted with 0.25 g of 

adsorbents and the titration solution was 0.05 M NaOH. 

 

Batch adsorption experiment 

 The adsorption capacity of CGAC was tested for the removal of crystal violet (CV) 

from an aqueous solution. The effects of kinetic, isotherm, and thermodynamic parameters on 

CV adsorption were studied. A 0.5 g sample of CGAC was soaked in 150 mL of CV solution, 

with concentrations ranging from 100 to 400 mg·L⁻¹, for 15 to 180 minutes at temperatures 

between 30 and 50°C, with agitation at 240 rpm. The initial and final concentrations of CV 

were analyzed using a UV-Visible spectrophotometer at 590 nm. 

 The removal percentages (% removal) was calculated using Equation [1] 
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Where C0 and Ce are the initial and equilibrium concentrations (mg•L-1) of adsorbate 

solution. 

The adsorption capacity at equilibrium ( ) in mg•g-1 unit was calculated as equation 

[2]. 
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Where , and V are mass of adsorbents (g) and volume of the solution (L), respectively. 

 

 Results and Discussion:  

SEM images were used to characterize the morphology of CGAC (Figure 1a). The 

results indicate that the surface of CGAC exhibit increased porous structures, channels, or 

voids.  Element analysis of CGAC using EDS is presented in Figure 1b. The EDS data 

suggests that CGAC has a higher carbon content, leading to increased graphitization and the 

removal of volatile compounds. 

  

  

Figure 1. 

(a) SEM image of CGAC adsorbent (b) EDS spectrum of CGAC adsorbent (c) pHPZC of 

CGAC adsorbent and (d) The FTIR spectrum of CG and CGAC adsorbents. 
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In this study, we measured the pH of CGAC to determine whether the activated 

carbon was acidic or basic in nature. Additionally, measuring the pHPZC allowed us to 

understand whether the activated carbon contained positive, negative, or neutral charges. The 

pHPZC values are plotted and observed in Figure 1c. The pH of the PZC for CGAC is 8.6, 

respectively. This indicates that when the pHPZC is exceeded, the solution becomes negatively 

charged, promoting the absorption of cationic species. This effect may be attributed to the 

activation and carbonization procedure, which eliminates volatile components and 

significantly dries the material.10 It has been observed that an activated carbon content of 

1−20% is suitable for effective pollution adsorption. For the adsorbents used in this study 

(CGAC), the adsorption process is favored at pH ≤ pHPZC, which is 8.6. 

To verify changes in the surface functional groups before and after carbonization on 

the surface of CGAC, the FT−IR spectra of coffee grounds (CG) and CGAC were 

investigated. Figure 1d reveals that the spectra of the activated carbon and coffee grounds 

exhibit distinct differences. This is evident from the absorption bands in the range of 

2850−2950 cm⁻¹, which correspond to asymmetric and symmetric C−H stretching. The 

1700−1750 cm⁻¹ range corresponds to C=O esters in hemicellulose, and 1030 cm⁻¹ 

corresponds to C−OH. The main absorption peaks for CGAC are observed at 1620, 1250, 

1030, and 600−700 cm⁻¹, corresponding to unsaturated compounds C=C, asymmetric C−O−C 

stretching, C−OH stretching, and C−H bending, respectively.11 The activation with potassium 

hydroxide contributes to the removal of residual volatile matter, facilitating the release of 

volatiles, leading to the decomposition of the structure, which is released in the form of 

volatile compounds or possibly a reaction between the activator and the carbon structure 

during carbonization. This results in the insertion of the activator into the carbon structure, 

increasing the porosity. 

 Oxygen and nitrogen atoms are important factors that affect the surface properties of 

activated carbon. Oxygen-containing functional groups, such as hydroxyl, and nitrogen-

containing functional groups, such as amine, are commonly found on the surface. Higher 

oxygen content makes the surface more acidic, while higher nitrogen content makes it more 

basic. Acidic and basic surface functionalities are determined by Boehm titration 12 and 

summarized in Table 1. The total surface area of CGAC was more basic than acidic due to 

their higher nitrogen content. This indicates that the surface of the activated carbon is highly 

basic. 

 

Table 1. 

Acidic and basic values of CGAC adsorbent. 

Adsorbent Acidic site (mol/g) Basic site (mol/g) 

CGAC 0.61 1.77 

 

Kinetics model on CV adsorption 

 Results from the study on the adsorption kinetics of CV dye using activated carbon 

from coffee grounds, based on the pseudo-first-order and pseudo-second-order reaction 

models, as shown in Figure 2(a-b) and Table 2, revealed that the pseudo-second-order 

model provided a better fit than the pseudo-first-order model. This is because the R2 value 

was closer to 1. Additionally, when comparing the adsorption capacity at equilibrium (qe), it 

was found that the pseudo-second-order model's calculated equilibrium adsorption capacity 

(qe,cal) was more consistent with the experimental equilibrium adsorption capacity (qe,exp) than 

that of the pseudo-first-order model, as shown in Table 2. This indicates that the adsorption 

of CV dye using activated carbon from coffee grounds is a chemisorption process. 
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Figure 2. 

Kinetics plots of (a) pseudo-first-order and (b) pseudo-second-order on CV adsorption 

capacity by CGAC adsorbents. 

 

 

Table 2. 

Parameters of the kinetic pseudo-first-order, pseudo-second-order of CGAC adsorbents on  

CV adsorption. 

Model/Equation 
Parameters 

qexp (mg•g-1) qcal (mg•g-1) K (min-1) R2 

Pseudo-first order 3 

 

82.27 

0.7226 0.0253 0.9628 

Pseudo-second order 4 

 83.33 0.0169 0.9999 

 

Isotherm model on CV adsorption 

Adsorption isotherms describe the specific relationship between the adsorption 

capacity and the concentration of the remaining adsorbate at a constant temperature. The two 

most commonly used models are the Freundlich and Langmuir isotherms. The Langmuir 

isotherm assumes monolayer sorption 13, while the Freundlich isotherm accounts for 

heterogeneous surface energies and multilayer adsorption. 14 The adsorption isotherms of CV 

dye using activated carbon from coffee grounds, when using the Langmuir and Freundlich 

adsorption isotherms, linear graphs were obtained as shown in Figures 3(a-b), respectively. 

Parameters of the Langmuir and Freundlich isotherms were shown in Table 3. It was found 

that the adsorption isotherm corresponded more closely to the Freundlich isotherm than the 

Langmuir isotherm, as the correlation coefficient (R2) of the Freundlich isotherm was 0.9712, 

which is closest to 1. This indicates that the adsorption of CV dye involves multilayer 

adsorption on the heterogeneous surface of activated carbon from coffee grounds, with a KF 

value of 0.256 and a 1/n value of 1.9186, as shown in Table 3. Considering the 1/n value, 

which is greater than 1, it can be explained that the adsorbent surface has a large amount 

available for adsorption. 
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Figure 3. 

Isotherm plots of (a) Langmuir and (b), Freundlich models on on CV adsorption capacity by 

CGAC adsorbents. 

 

 

Table 3. 

Parameters of the Langmuir and Freundlich isotherms for CGAC adsorbents on  

CV adsorption. 

Model/Equation Parameters 

Langmuir 5 

 

KL(L•mg-1) 0.0863 

qm (mg•g-1) 151.52 

R2 0.8917 

Freundlich 6 

  

KF (L•mg-1) 0.2560 

n 1.9186 

R2 0.9712 

Conclusion:  

The activated carbon from coffee grounds, prepared by activating the coffee grounds with 

KOH at a 1:1 weight ratio for 24 hours and carbonized at 600°C for 4 hours, exhibited a 

highly porous surface. The surface of the activated carbon is highly basic, with a pH at the 

point of zero charge of 8.6, indicating that the surface carries a negative charge. The 

maximum adsorption capacity was found to be 82.27 mg/g (91.41%). Additionally, the 

adsorption process was a pseudo-second-order reaction models, and the adsorption behavior 

corresponded to the Freundlich isotherm, indicating multilayer adsorption due to the 

heterogeneous nature of the adsorbent surface.  
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Abstract:  

Hepatitis B, caused by the hepatitis B virus (HBV), primarily affects the liver, and can lead to 

severe complications, including drug resistance and chronic infection. Numerous studies have 

linked these conditions to the presence of hepatitis B core antigen (HBcAg) and hepatitis B e 

antigen (HBeAg). HBeAg, in particular, is known to the innate immune response, resulting in 

diminished immunity and delayed disease diagnosis and treatment. Despite this, the 

molecular structure, and interactions between inhibitors and HBeAg remain poorly 

understood, posing a significant challenge to the development of effective treatments. This 

work aims to elucidate the molecular interactions between the core protein allosteric 

modulator (HAP_R01) and HBeAg through molecular dynamic simulations. By analyzing 

the simulation results, we have identified key molecular properties and interactions within the 

protein-ligand system that contribute to HBeAg inhibition. These findings provide valuable 

insight into the molecular mechanism of HBeAg inhibition and could guide the development 

of new therapeutic strategies for hepatitis B. 

 

Introduction:  

Hepatitis B is a serious global liver infection caused by the hepatitis B virus (HBV). Each 

year, HBV is responsible for over 4 million acute infections and approximately 600,000 

deaths worldwide, with more than 200 million suffering from chronic HBV infection. 

Hepatitis B manifests in two phases: the acute phase lasting less than six months, and the 

chronic phase, where infection persists beyond six months, often resulting in a lifelong 

condition.1 Chronic hepatitis B significantly increases the risk of liver failure, liver cancer, 

and cirrhosis. The virus spreads through contact with infected blood, semen, or other bodily 

fluids, and transmission can occur through sexual contact, sharing needles, or from mother to 

child during birth. Common symptoms include fatigue, loss of appetite, abdominal pain, 

nausea, and jaundice. Vaccination remains the most effect means of preventing hepatitis B. 

Hepatitis B virus particles, known as Dane particles, are spherical and feature an outer 

envelope composed of glycoproteins and hepatitis B surface antigen (HBsAg), which is 

embedded within the lipid bilayer that surrounds the icosahedral nucleocapsid. The 

nucleocapsid, or varus capsid, contains the hepatitis B core antigen (HBcAg), a 

phosphoprotein that encases the viral genome. This genome is characterized by covalently 

closed circular DNA (cccDNA) and includes endogenous DNA polymerase necessary for 

replication. The HBV precore protein and HBeAg are critical viral tolerogens, playing a 

significant role in modulating the host's innate and adaptive immune responses. Notably, 

HBcAg and HBeAg share a high degree of sequence similarity, differing primarily in the 

presence of 10 amino acids and the absence of 34 amino acids at their respective amino- and 

carboxy-termini.  
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Acute hepatitis B infection is typically a short-term phase that may resolve on its own 

without the need for medical intervention. However, doctors often recommend rest, proper 

nutrition, and close monitoring as the patients' immune systems combat the virus. In severe 

cases, antiviral medications may be necessary to prevent serious complications. For those 

with chronic hepatitis B infection, lifelong treatment is often required to reduce the risk of 

liver disease and to prevent the transmission of the virus to others. Several antiviral 

medications, including entecavir, tenofovir, lamivudine, adefovir, and telbivudine, are 

available to slow the progression of liver damage, and these drugs are typically administered 

orally on a continuous basis. Interferon alfa-2b (Intron A) has been used as an alternative to 

long-term antiviral, though it is associated with side effects such as nausea, vomiting, and 

depression. Given these limitations, there is a pressing need for new, more effective 

approaches to HBV treatment that can offer a more robust cure for the virus. 

The relationship between HBcAg and HBeAg was investigated by Michael and co-

workers2. It showed that both proteins share structural similarity due to their derivative from 

the same protein codon, with the exception of the N-terminal peptide and the absence of an 

RNA-binding arginine-rich domain in HBeAg (Figure 1A). Given these similarities, they 

explored the ability of HBcAg to aggregate and form the viral capsid of HBV. Their study 

revealed that HBcAg forms a dimer through the interaction of C61 residues from each 

monomer unit, creating a disulfide bridge. In contrast, HBeAg forms a disulfide bridge 

between C61 and C (-7) (a residue in the propeptide), which prevents the aggregation of 

HBeAg dimers and, consequently, its participation in viral capsid assembly. However, if 

conditions were created to disrupt or prevent the disulfide bridge interaction between C61 

and C (-7), it could increase the likelihood of HBeAg dimer aggregation, similar to HBcAg, 

potentially capsid assembly. 

Recently, Zhou and co-workers investigated core protein allosteric modulators 

(CpAM), including heteroaryldihydropyrimidine (HAP, Figure 1B) and sulfamoylbenzamide 

(SBA), as inhibitors of HBV replication. Due to the critical role of HBcAg in viral 

replication, it has been targeted for antiviral therapy.3 Their study found that HAP_R01 and 

SBA_R01 are effective in inhibiting encapsidated HBV DNA. Furthermore, HAP_R01 was 

observed to reduce the level of core protein and viral capsid. Complementary research by 

Yan and co-workers demonstrated that HAP specifically inhibits HBeAg and HBV DNA 

replication.4  

In this study, we employed molecular dynamics (MD) simulations to explore the 

structures, dynamics, and interactions of HBV proteins with ligands. The analysis focused on 

the structural properties, inter- and intramolecular interactions of protein-ligand systems, and 

water molecules in the binding site. Water molecules can mediate protein-ligand interactions 

by forming hydrogen bonds between polar or charged residues and inhibitors5, emphasizing 

their role in enhancing or disrupting inhibitor binding. Our aim is to deepen the 

understanding of the structural relationships between core protein allosteric modulator 

(HAP_R01) and hepatitis B antigens, which may lead to the discovery of new potential 

treatments for hepatitis B. 

 

Methodology:  

System setup 

Models of hepatitis B antigens and the core protein allosteric modulator (HAP_R01) 

were constructed for different antigen types (HBcAg and HBeAg) based on the 3D 

crystallographic structures with PDB codes 5WRE and 3V6Z (Figure 1C and 1D) 2. Missing 

hydrogen atoms were added to all structure models to ensure completeness. A control system 

model was established, consisting of hepatitis B core protein (HBcAg), ligand 

(HAP_R01:7TL), and crystal water mo 
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lecules from PDB:5WRE. The carboxyl groups of the ligand were modified to reflect 

ionization, given that its pKa is 3-4 at pH 7. This control system was then adapted by 

replacing the hepatitis B e antigen structure from PDB:3V6Z while retaining the same 

coordinates. Each model system was solvated with TIP3P water molecules6 in a simulation 

box containing 0.1 M NaCl. The setup of these systems was carried out using TCL scripts in 

VMD 1.9.3. 

 

                  
 

     
Figure 1.  

(A) a schematic representation comparing the structural domains of the hepatitis B e antigen 

(HBeAg) and hepatitis B core antigen (HBcAg). The diagram highlights the similarities and 

differences in their amino acid sequences and structural elements. 2. (B) A chemical structure 

diagram of heteroaryldihydropyrimidine (HAP_R01). (C) and (D) structure models of 

HBcAg-HAP_R01 and HBeAg-HAP-R01 complexes with the PDB code: 5WRE and 3V6Z2. 

 

MD simulations 

MD simulations were carried out using NAMD software7 with CHARMM36 force 

field parameters8. Ligand topology and parameter files were generated using CHARMM-

GUI. The simulations were performed in an NPT ensemble with periodic boundary 

conditions. All covalent bonds to hydrogen atoms were constrained using the LINCS 

algorithm9 and water geometry was kept rigid using the SETTLE method10. A distance cutoff 

of 12 Å was employed for electrostatic and van der Waals interactions. Electrostatic 

interactions were calculated with particle mesh Ewald summation method11. The temperature 

HAP_R01 

HBcAg 

HAP_R01 

HBeAg 

(C) (D) 

(A) (B) 
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of all systems was maintained at 300 K using a Langevin thermostat with a damping 

coefficient of 1 ps−1. The pressure was held constant at 1 atm using the Nose ́− Hoover 

Langevin piston method12. Energy minimization was performed to remove any unfavorable 

atomic contacts, with the protein and ligand initially fixed in their positions while water and 

counterion were allowed to equilibrate for approximately 1 ns. Subsequently, the systems 

were equilibrated through 1 ns MD simulations with position restraints on protein-ligand 

complexes. All MD simulations were carried out with a time step of 2 fs, and each system 

was simulated for 100ns with three independent replications.  
Trajectory analysis    
All trajectory analyses were performed using TCL scripts in VMD. MD trajectories 

were extracted from the production phases during the last 20 ns of the simulations to ensure 

that the system had reached thermodynamic equilibrium, and this period provided stable data 

with minimal deviation for structural analysis.  

The root-mean-square deviation (RMSD) as a function of simulation time were 

computed to assess the flexibility of the protein-ligand complex. RMSDs were computed 

relative to the initial structure, focusing on the heavy atoms of both the protein and ligand.  
 

Results and Discussion  

Structure and flexibilities of protein-ligand systems 

The RMSD as a function of time for protein-ligand complex systems indicates that 

both the protein and ligand structures remain relatively stable throughout the simulations 

(Figure 2). In the HBcAg system, the HBcAg structure and its associated ligand exhibit high 

stability with minimal fluctuation. Similarly, in the HBeAg system, the HBeAg structure and 

its ligand also show high stability with a narrow range of fluctuation. There is a slight rise in 

RMSD around 30 ns, but it quickly returns to its equilibrium value, indicating no significant 

or lasting increase in RMSD.  
 

       
Figure 2. 

The RMSD of the protein backbone for HBcAg (left, cyan) and HBeAg (right, purple) with 

the ligand (HAP_R01) shown in orange, plotted as a function of time for the analyzed 

protein-ligand complexes. 

 

Protein-ligand contacts and H-bond 

An analysis of hydrogen bonding (H-bond) focused on the interactions between the 

protein and ligand. The geometric criteria used to determine an H-bond included a donor-

acceptor distance of less than 3.5 Å and a donor-hydrogen-acceptor angle within 180° ± 60°. 

Interactions with a donor-acceptor distance of more than 3.5 Å were considered no H-bond. 

The percentage occupancy of each H-bond was computed over all frames of the last 20 ns of 

the simulation. The interactions between residues are shown in Table 1 and Table 2. Four 

significant interactions were identified between the protein and ligand, involving the amino 
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acids Thr43, Trp112, Leu40, and Ser151 surrounding the ligand. Weak H-bond interactions 

in the HBeAg and HBcAg systems are illustrated in Figure 3 and Figure 4. 
 

                   
 

         
Figure 3. 

Proposed interactions between HBeAg and HAP_R01, highlighting the high percentage 

occupancy of H-bond involving Thr43, Leu40, Trp112 and Ser 151 with the ligand. 

 

        

THR43:Ligand 

LEU40:Ligand 

TRP112:Ligand 

SER151:Ligand 

THR33:Ligand 
 

THR142:Ligand 
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Figure 4. 

LUE30:Ligand 
(weak interaction) 

 

LUE140:Ligand 

ASP29:Ligand 
(weak interaction) 

TYR118:Ligand 
(weak interaction) 

TRP102:Ligand 

SER141:Ligand 
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Proposed interactions between HBcAg and HAP_R01, highlighting the high percentage 

occupancy of H-bond involving Thr33, Thr142, Leu30, Leu140, Asp29, Tyr118, Trp102 and 

Ser 141 with ligand. 
 

 

Table 1. 

Hydrogen bond interactions between donor and acceptor residues with corresponding 

distances of HBeAg system. 

Donor residue/atom Acceptor atom 

(HAP_R01) 

Distance(Å) 

Thr43/O-H 

 

F 

 

3.25 

 

Leu40/N-H 

 

F 

 

3.97 (not H-bond) 

Trp112/N-H 

             N-H 

             N-H 

S 

N 

N 

3.60 (not H-bond) 

3.38 

3.36 

Ser151/O-H 

             N-H 

 

O 

O 

4.24 (not H-bond) 

4.22 (not H-bond) 

 

 

Table 2. 

Hydrogen bond interactions between donor and acceptor residues with corresponding 

distances of HBcAg system. 

Donor residue/atom Acceptor atom 

(HAP_R01) 

Distance(Å) 

Thr33/O-H 

Thr142/N-H 

             N-H 

             O-H 

             O-H 

F 

O 

O 

O 

O 

3.43 

2.88 

3.93(not H-bond) 

2.88 

4.09 (not H-bond) 

 

Donor residue/atom Acceptor atom 

(HAP_R01) 

Distance(Å) 

 

Leu30/N-H 

Leu140/N-H  

             N-H 

F 

N  

O 

4.15 (not H-bond) 

3.45 

3.18 

Tyr118/O-H N 4.21(not H-bond) 

Trp102/N-H 

             N-H 

             N-H 

S 

N 

N 

3.67(not H-bond) 

3.64(not H-bond) 

3.12 

Ser141/O-H 

 

 

O 

O 

 

2.73 

3.37 

 

 

Protein-ligand systems and the presence of water molecules 

An analysis of hydrogen bonding (H-bond) involving water molecules was conducted 

to examine the interactions between the protein and ligand. The percentage occupancy of 

each H-bond was calculated over all frames from the last 20 ns of the simulation. We 
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observed the presence of water molecules around the ligand and certain specific amino acids. 

Three key interactions were identified between the protein, ligand, and water molecules, 

involving the amino acids Leu140, Ser141, and Thr33 surrounding the ligand. We propose 

that the network of water molecules surrounding and interacting with the protein or ligand 

may stabilize or destabilize these interactions. The presence of water molecules in the 

HBcAg-inhibitor system is illustrated in Figure 5. 

 

 
Figure 5. 

Proposed interactions of water molecules between HBcAg and HAP_R01, highlighting the 

high percentage occupancy of H-bond involving Leu140, Ser 141 and Thr33 and with ligand. 

 

Conclusion:  

In this study, we investigated the core protein allosteric modulator (HAP_R01) and the 

proteins HBcAg and HBeAg using molecular dynamics (MD) simulations. Our results 

demonstrated that both protein-ligand complexes remained stable throughout the simulations, 

with no significant differences in interaction preference between the HBcAg and HBeAg 

systems. Consistent interaction between the ligand and several amino acids, including 

Ser141, Ser151, Thr33, Thr43, Thr142, Trp102, Trp112, Leu30 and Leu140 were observed in 

both systems. Notably, the Asp29 and Tyr118 -ligand interactions were specific to the 

HBcAg system. We identified Thr33, Thr43, Trp102, Trp112, Ser141 and Ser151 as a 

particularly strong binding site for the ligand, due to its structural functional group and the 

flexibility of both the protein and ligand, which may facilitate the formation of multiple 

hydrogen bonds (up to two) at this site. These strong interactions, observed in both systems, 

suggest that targeting these sites could enhance the efficacy of inhibitors against the hepatitis 

B virus. Moreover, Thr142 may play a significant role in binding with ligands, due to the 

formation of multiple hydrogen bonds (up to three) at this site in HBcAg system. Moreover, 

we observed that the presence of water molecules around the ligand stabilizes hydrogen 

bonds, as indicated by the distances between the protein and ligand. Water molecules 

surrounding specific amino acids, including Thr43, Leu140, and Ser141, assist in stabilizing 

the ligand's binding with hepatitis B antigens. We hope these findings provide valuable 

insights for optimizing and developing therapeutic treatments for hepatitis B. 

LEU140 

SER141 

THR33 
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Abstract:  

This study provides an in-depth analysis of gender equality at the Paris 2024 Olympic 

Games, focusing on participation rates, performance outcomes, resource allocation, and the 

impact of gender equality policies. The research reveals that female athletes constituted 49% 

of participants and won 47% of the total medals, demonstrating significant progress toward 

gender parity. However, notable disparities persist, particularly in traditionally male-

dominated sports like weightlifting, boxing, and wrestling, where female participation 

remains lower. Additionally, resource allocation continues to favor male athletes in some 

sports, affecting access to quality training and financial support. The study underscores the 

importance of ongoing efforts to address these gaps, highlighting the positive impact of IOC 

gender policies, such as the inclusion of mixed-gender events, on promoting inclusivity. The 

findings suggest that while substantial progress has been made, further measures are 

necessary to achieve true gender equality across all Olympic disciplines, particularly in sports 

with historical and cultural biases. This research contributes valuable insights for 

policymakers and sports organizations aiming to advance gender equity in global sports 

events. 

 

Introduction:  

The Olympic Games represent the pinnacle of international sports, bringing together 

athletes from diverse backgrounds and cultures to compete at the highest level. Since their 

modern inception in 1896, the Olympic Games have evolved in many ways, but one of the 

most significant developments has been the increasing focus on gender equality. Historically, 

women were largely excluded from the Games, but over time, the International Olympic 

Committee (IOC) and other governing bodies have implemented various measures to ensure 

greater gender parity in both participation and opportunities. The Paris 2024 Olympic Games 

stand as a landmark event in the ongoing journey toward gender equality, with policies and 

initiatives aiming to further close the gap between male and female athletes. This research 

focuses on analyzing gender equality at the Paris 2024 Olympic Games by examining various 

critical factors. It seeks to evaluate whether equal opportunities are being provided to athletes 

of both genders, particularly in terms of participation rates, access to resources, and 

performance outcomes. Additionally, the study explores the impact of international and 

national policies designed to promote gender equality in sports and assesses the extent to 

which these efforts have translated into tangible outcomes for female athletes. 

This study examines gender equality at the Paris 2024 Olympic Games, recognizing 

that true equality extends beyond participation numbers to include societal attitudes, 

economic disparities, and cultural perceptions. The Games provide a global stage to analyze 

these factors, with athletes from diverse nations and backgrounds. By comparing Paris 2024 

with previous Olympics, this research offers insights into the progress made and the 

remaining challenges in achieving gender equality in sports. The findings will contribute to 

ongoing discussions and provide valuable data for policymakers and sports organizations, 
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highlighting areas for improvement and successful strategies that can be applied to future 

events. Ultimately, the study aims to ensure that the core values of the Olympic Games – 

excellence, friendship, and respect – are upheld for all athletes, regardless of gender. 

 

Methodology:  

This study utilized a mixed-method approach to analyze gender equality at the Paris 

2024 Olympic Games. Quantitative data was collected from official Olympic reports, athlete 

participation records, and medal distributions. This data was used to examine key factors 

such as gender representation in athlete participation and performance outcomes. The 

research also included a qualitative component, which involved interviews with athletes, 

coaches, and officials to gain insights into their experiences with gender-related policies and 

resource allocation. The analysis was divided into four areas: 

1. Participation and Representation: Data on male and female athlete participation 

across 46 sports was collected and analyzed to assess gender balance in both traditional and 

emerging sports. 

2. Medal Distribution: The study examined the distribution of medals across genders 

and sports to identify performance trends and disparities. 

3. Resource Allocation: Financial support, access to training facilities, and coaching 

representation were analyzed to evaluate gender-based differences in resource allocation. 

Comparative analysis with previous Olympic Games was employed to track progress 

and identify persistent challenges in achieving gender equality. The study also considered the 

impact of international policies, such as the International Olympic Committee's gender equity 

initiatives, on the results observed in the Paris 2024 Games. 

 

Results and Discussion:  

The results of this study demonstrate that the Paris 2024 Olympic Games have made 

significant strides toward gender equality in various aspects, from participation and 

performance to policy impact. However, certain challenges persist, particularly in specific 

sports and areas such as resource allocation. The findings highlight the importance of 

continued efforts to promote gender equality across all Olympic disciplines and support the 

development of policies that address existing disparities. By focusing on these areas, future 

Olympic Games can build on the progress made in Paris 2024 and work toward achieving 

true gender parity in global sports. 

1. Participation and Representation:  

- Equal Representation in Participation: The Paris 2024 Olympic Games achieved 

near gender parity, with female athletes making up 49% of participants, reflecting the IOC's 

efforts to promote equality through policy initiatives.  

- Sport-Specific Variation: While overall participation was balanced, disparities 

persisted in certain sports. Male-dominated sports like boxing and wrestling had fewer female 

competitors, while artistic swimming and gymnastics remained predominantly female. 

However, newer sports like skateboarding and 3x3 basketball showed more balanced gender 

participation, highlighting progress in promoting diversity across non-traditional sports. 

      2. Medal Distribution and Performance: 

    - Gender Balance in Medals: A comparative analysis of medal distribution revealed 

that both male and female athletes achieved similar success rates, with women winning 

approximately 47% of the total medals. Certain sports, such as athletics and swimming, 

showed strong performances from both genders, with no significant differences in the number 

of medals won. 

    - Sport-Specific Disparities: In weightlifting and shooting, men still won more 

medals, while women dominated artistic gymnastics and swimming. Despite progress in 
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gender equality, some sports still show performance gaps due to historical factors, resource 

access, or societal gender perceptions. 

      3. Resource Allocation and Support: 

- Resource Disparities: Despite progress, financial support and access to quality 

training facilities remain unequal. Female athletes in sports like cycling and boxing receive 

less funding and sponsorship compared to males, while sports like tennis and athletics show 

more equitable distribution. 

- Coaching Representation: Female athletes remain underrepresented in coaching, 

especially in team sports like football and basketball. However, individual sports like 

gymnastics and swimming have seen a rise in female coaches. 

4. Athlete and Coach Perspectives: 

- Positive Perceptions of Gender Equality: Athletes and coaches acknowledged 

progress toward gender equality at Paris 2024, with female athletes feeling more supported 

and respected, and gaining improved access to resources and opportunities. 

- Challenges in Male-Dominated Sports: In sports like boxing and wrestling, gender 

stereotypes persist, with female athletes feeling the need to work harder to gain recognition 

compared to their male counterparts. 

      5. Policy Impact on Gender Equality: 

- Success of IOC Gender Policies: IOC policies, including gender-balanced teams and 

mixed-gender events, positively impacted gender equality at the Games, fostering a more 

inclusive competition and ensuring equal representation in delegations. 

- Areas for Improvement: Despite progress, challenges remain in enforcing equal 

opportunities across all sports and countries, particularly where cultural norms hinder female 

athletes' participation. 

 

 
Figure 1.  

    Gender Participation at the Tokyo 2021 Olympic Games 

 

The Tokyo 2021 Olympic Games made significant strides in gender equality, 

achieving nearly 49% female participation and introducing several mixed-gender events to 

promote balance. However, some sports still had more events for men, and challenges in 

resource allocation. In contrast, the Paris 2024 Olympics aim for 50% female participation, 

with a strong push for full gender parity by expanding mixed-gender events and ensuring 

equal representation across all sports. Additionally, Paris 2024 focuses on addressing 

structural barriers, including improved funding, access to training, building on the progress 

made in Tokyo and moving closer to true gender equality in the Olympics. 
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Figure 2.  

    Gender Participation at the Paris 2024 Olympic Games 

 

Figure 2 presents the percentage of male and female athletes participating in 46 

sports, offering key insights into the gender balance across various Olympic disciplines. Here 

are some significant observations: 

      1. Gender Imbalance in Strength-Based Sports: Strength-based sports like 

Weightlifting, Boxing, and Wrestling exhibit a higher percentage of male athletes compared 

to female athletes. This reflects traditional trends where male athletes dominate sports that 

emphasize physical strength, which may be influenced by societal expectations, historical 

biases, and the nature of physical training required for these sports. 

      2. Gender Balance in Skill-Based Sports: Several skill-based sports, such as 

Badminton, Table Tennis, and Archery, show a more balanced distribution of male and 

female participants. These sports may attract more balanced participation due to factors such 

as gender-neutral skill sets, equal opportunities in training, and promotion across both 

genders. 

      3. Female Dominated Sports: Sports like Rhythmic Gymnastics, Artistic Swimming, 

and Equestrian have a significantly higher percentage of female athletes, sometimes nearing 

100%. This pattern aligns with historical trends where these sports have been associated with 

female participation due to artistic elements, cultural traditions, and limited male entry points. 

      4. Gender Equality in Certain Sports: Sports such as Swimming, Athletics, and 

Shooting show a more equal gender distribution. These sports have likely benefited from 

gender equality initiatives over the years, with increased opportunities for women to compete 

at the highest levels. The more even distribution in these sports may reflect concerted efforts 

by sporting organizations to promote inclusivity and gender equity. 

The percentage distribution of gender participation highlights ongoing disparities in 

male-dominated and female-dominated sports, while also revealing areas where gender 

balance has been achieved. The continued push for equality in participation, especially in 

strength-based sports, remains crucial for future Olympic games. Efforts to encourage female 

participation in traditionally male-dominated sports and promote male involvement in 

female-dominated sports could help achieve a more balanced representation across all 

disciplines. 
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Figure 3.  

    Relationship between Sports in the Correlation Matrix 

 

The Correlation Matrix that illustrates the relationships between 46 Olympic sports 

offers insight into how these relationships may be influenced by gender dynamics. Here’s an 

analysis of the potential connections between sports and gender: 

      1. Gender Segregation in Sports Participation: Certain sports have traditionally seen 

gender segregation, often driven by cultural and social norms. For example, sports that 

emphasize strength, such as wrestling and weightlifting, tend to have more male participants, 

while sports like gymnastics and swimming often have a higher proportion of female athletes. 

Analyzing the correlations between these sports can reveal patterns related to gender: 

    - Positive Correlation: Sports with similar characteristics, such as athletics and 

wrestling (male-dominated) or gymnastics and volleyball (female-dominated), tend to show a 

high positive correlation. This indicates that athletes who participate in one sport are likely to 

participate or perform well in related sports that appeal to the same gender group. 

    - Negative Correlation: A negative correlation may be seen between sports with 

contrasting characteristics. For example, fencing and gymnastics (more technical, often 

female-dominated) may have a negative correlation with sports like wrestling and 

weightlifting (strength-based, often male-dominated). This indicates that athletes who excel 

in one type of sport may not typically participate in the other, further reflecting gender-based 

preferences in sports. 
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      2. Correlation of Sports Popular in One Gender: Some sports may exhibit a strong 

positive correlation because they are predominantly popular among one gender: 

    - Strength-based sports like wrestling, weightlifting, and cycling may have strong 

positive correlations due to a larger male participation rate. 

    - Skill-based or artistic sports like gymnastics, martial arts (Taekwondo, Karate), and 

swimming may have stronger correlations among female participants who are more prevalent 

in these sports. 

      3. Impact of Gender Equity Policies in Sports: The push for gender equality in 

Olympic sports, including the introduction of more mixed-gender events and policies that 

promote equal opportunities for women, has positively impacted gender balance in sports like 

tennis and badminton. These sports may show more balanced correlations between genders, 

reflecting a trend towards greater gender equity. 

      4. Emerging Trends in New Sports: Newer sports like skateboarding and climbing, 

which have recently been added to the Olympic program, show less clear patterns of gender 

dominance. These sports have attracted a more balanced mix of male and female participants, 

helping reduce traditional gender divides. As a result, they may show moderate correlations 

with both strength-based and skill-based sports, reflecting their appeal to a more diverse 

group of athletes. 

The relationships between different sports, as shown in the Correlation Matrix, 

provide insight into the gender dynamics of the Olympics. The matrix reveals that certain 

sports still exhibit significant gender segregation based on traditional cultural and skill-based 

preferences, while others, particularly newer sports and those benefiting from gender equity 

policies, are showing more balance. The ongoing efforts to promote gender equality in the 

Olympics continue to influence participation trends and may help close the gap in future 

events. 
 

 
Figure 4.  

    Participation Equality Index (PEI) Across All Sports 

 

Figure 4 above displays the Participation Equality Index (PEI), comparing the 

difference between the percentage of male and female athletes across different sports. The 

key points include:  

- Low PEI Values indicate sports where male and female athlete participation is 

relatively balanced, suggesting better gender equality.  

- High PEI Values highlight sports with significant disparities in participation, where 

either male or female athletes dominate, indicating areas that may need efforts to achieve a 

more balanced participation. 
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The Participation Equality Index (PEI) measures gender balance in sports 

participation. It is calculated by taking the absolute difference between the percentage of 

male and female athletes in a sport. 

1. Calculate Male and Female Percentages 

   Male Percentage = (Number of Male Athletes / Total Athletes) × 100  

Female Percentage = (Number of Female Athletes / Total Athletes) × 100 

 2. Calculate the PEI 

  PEI = |Male Percentage - Female Percentage| 

 The Participation Equality Index (PEI) graph illustrates the gender balance in athlete 

participation across various sports. Here's a detailed discussion of the results. 

 1. High PEI Values: Sports like Cycling BMX Freestyle, Wrestling, and Equestrian 

are on the left side of the graph, indicating high PEI values. This suggests a significant gender 

disparity in participation, with one gender (likely male) having a much higher representation 

than the other. These sports might require targeted initiatives to encourage more balanced 

participation, such as increasing visibility and opportunities for the underrepresented gender. 

 2. Moderate PEI Values: Sports such as Trampoline Gymnastics, Breaking, and 

Surfing have moderate PEI values. This indicates that while there is some gender imbalance, 

it is less pronounced than in the sports with higher PEI values. These sports show progress 

toward gender equality, but there is still room for improvement to achieve a more balanced 

representation. 

 3. Low PEI Values: On the right side of the graph, sports like Handball, Athletics, and 

Rowing have low PEI values. This suggests that these sports have achieved a relatively 

balanced participation between male and female athletes. These sports can be considered as 

examples of good practices in promoting gender equality, where efforts to balance 

participation appear to have been successful. 

 Figure 4 shows a general trend where some sports have made significant strides 

toward gender equality (low PEI), while others still exhibit substantial disparities (high PEI). 

The diversity in PEI values across sports highlights that while some sports are closer to 

achieving gender parity, others may need more focused efforts to reduce gender disparities. 

 

 
Figure 5.  

    Gender and Function Distribution Among Coaches in the Olympic Games 

 

 Figure 5 showing the distribution of coaches by gender and role (Head Coach and 

Coach) in the Olympic Games, several key points can be observed and discussed: 
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      1. Gender Imbalance Among Coaches: 

    - Male Coaches: The graph clearly indicates that male coaches significantly 

outnumber female coaches across both roles (Head Coach and Coach). This imbalance is 

especially pronounced in the Coach role, where there are considerably more male coaches. 

    - Female Coaches: Despite increasing support for gender equality in sports, female 

coaches remain underrepresented, particularly in the Head Coach role. This could suggest 

limitations in opportunities for women to hold leadership positions within sports teams. 

      2. Role Distribution:  

    - Coach Role: This role has a higher number of both male and female coaches, as 

sports teams typically require multiple coaches to handle various aspects of training and 

athlete management. The larger number of coaches in this role reflects the structure of sports 

teams, where many coaches assist in different capacities. 

    - Head Coach Role: The Head Coach position has fewer coaches overall, as each team 

typically has only one person in this role. The graph reveals that male coaches dominate this 

role, suggesting a gender disparity in opportunities for women to lead sports teams. 

      3. Impact of This Imbalance: 

    - Barriers to Advancement for Female Coaches: The gender imbalance, particularly in 

the Head Coach role, highlights potential barriers that female coaches may face in advancing 

their careers. These barriers may include fewer opportunities for leadership roles or lingering 

societal perceptions that men are better suited to lead sports teams. 

    - Progress Toward Gender Equality: While the number of female coaches remains 

lower, the presence of women in the Coach role suggests progress in breaking down gender 

barriers. Their involvement in sports teams could be an important step toward achieving more 

leadership opportunities, such as the Head Coach role, in the future. 

     Recommendations for Improvement 

1. Support for Female Coaches: More support and opportunities should be provided 

for female coaches to access higher-level roles, such as Head Coach, particularly in popular 

sports. This could involve mentorship programs, targeted leadership training, and initiatives 

to increase visibility and recognition of female coaches. 

2. Policies to Promote Gender Equality: Clear policies aimed at promoting gender 

equality should be implemented, including funding for training programs and scholarships 

that help develop female coaches and equip them for leadership roles in sports. 

 This analysis highlights a significant gender imbalance among Olympic coaches, 

particularly in key leadership roles such as Head Coach. Although there is some progress 

with women entering the coaching ranks, gender inequality remains an issue that requires 

ongoing attention and efforts from stakeholders in the sports industry. Addressing these 

disparities will help pave the way for more equitable representation of women in coaching 

and leadership roles in sports. 

 While the Correlation Matrix primarily focuses on the relationships between different 

sports in which Thai athletes participated, it also provides an indirect lens through which we 

can discuss the broader topic of gender dynamics in sports participation and performance. 

Here are some key insights that could be tied back to gender-related factors: 

      1. Gender-Specific Sports Participation: Many sports traditionally show a divide 

between male and female participation due to societal norms, physical demands, and 

historical development within the sport. For example, Weightlifting and Boxing have 

historically been male-dominated sports due to their emphasis on strength and combat, 

whereas sports like Gymnastics and Swimming often have higher female representation, 

particularly at the elite level. The low correlations between these sports might suggest that 

male and female athletes are often segregated by the types of sports they compete in, further 

reflecting gender norms and biases in sports selection and participation. 
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      2. Specialization in Gender-Dominated Sports: Specialized training in gender-

dominated sports (e.g., Weightlifting for men and Gymnastics for women) can lead to distinct 

skill sets that do not necessarily translate well across other sports. This could explain the low 

or negative correlations in the matrix. For instance, athletes who excel in Taekwondo or 

Boxing (often male-dominated sports) may not perform as well in sports like Sailing or Golf, 

which have a more balanced or even female-dominated participation rate in some regions. 

This reinforces the notion that athletes are likely to stick to sports that align with societal 

gender expectations, rather than explore cross-discipline opportunities. 

      3. Gender and Mixed Sports Correlations: Some sports, such as Badminton and 

Shooting, have more balanced gender representation, with both male and female athletes 

competing at high levels. The slightly higher correlations between these sports and others 

might indicate that athletes in gender-diverse sports are more versatile or exposed to a 

broader range of skills. For instance, the correlation between Badminton and Swimming 

could reflect this versatility. In contrast, sports that are heavily skewed towards one gender 

may show lower correlations with other sports because the training is highly specialized and 

tied to gender expectations within those disciplines. 

      4. Gender Imbalances and Opportunity: The fact that certain sports like Boxing and 

Weightlifting have low correlations with other sports may also point to the limited 

opportunities for female athletes in these areas. Despite increasing participation from women, 

the structural challenges and societal biases that restrict women’s access to these sports likely 

influence the low correlations observed. Shooting, which has shown a higher positive 

correlation with other sports, is often a sport where gender differences are minimized due to 

the focus on precision and skill rather than physical strength. This can indicate that sports 

with a more balanced gender representation or less reliance on physical gender differences 

might foster more cross-disciplinary versatility among athletes. 
 

 
Figure 6.  

Gender Dynamics Based on the Correlation Matrix for Thai Athletes 
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While the Correlation Matrix is not directly reflective of gender per se, the patterns of 

correlation (or lack thereof) between certain sports can be linked to traditional gender roles 

and the specialization of male and female athletes in particular disciplines. Sports with more 

balanced gender representation may foster a wider range of transferable skills, while those 

dominated by one gender tend to show lower correlations with other sports, reflecting the 

effects of gender norms and biases in sports participation and specialization. Understanding 

these dynamics can inform future efforts to promote greater gender equality in sports and 

encourage cross-disciplinary development for athletes of all genders. 
 

 
Figure 7.  

Participation of Thai Athletes in the Olympic Games by Gender and Sports 

 

 Figure 7 illustrates the participation of Thai athletes in the Olympic Games, separated 

by gender and sport, the following analysis can be made: 

      1. Participation by Male and Female Athletes: Male Athletes dominate participation 

across various sports and are more numerous in sports like Boxing, Weightlifting, Football, 

and Shooting. This reflects a higher participation rate in strength-based and endurance sports 

traditionally dominated by men. Female Athletes have significant participation in sports such 

as Weightlifting, Badminton, and Boxing, showcasing their importance in skill-based sports 

and individual competitions that require agility and specialized abilities. 

      2 . Gender Balance in Sports: Sports such as Badminton and Weightlifting display a 

near balance between male and female athletes, highlighting progress in gender equality 

within these disciplines. Female athletes are showing strong performances and are equally 

represented compared to their male counterparts in these sports. On the other hand, some 

sports still exhibit gender imbalance. For example, Football, Shooting, and Boxing have a 

significantly higher number of male participants, indicating that women may face more 

barriers or fewer opportunities to compete in these traditionally male-dominated sports. 

      3. Sports with Strong Female Representation: Weightlifting and Badminton are sports 

where female Thai athletes excel and contribute significantly. Female athletes in 

Weightlifting, in particular, have gained international recognition and brought home 

numerous accolades, which explains the notable participation of women in this sport. 

 This analysis highlights the differing opportunities for male and female athletes in the 

Olympic Games, with some sports showing significant gender disparities. While progress is 

being made in sports such as Weightlifting and Badminton, others like Football and Boxing 

still need greater support to promote gender equality. 

472



 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

 
Figure 8.  

Medal Distribution for Thai Athletes by Sports and Gender in the Olympic Games 

 

 Figure 8 provides a detailed view of the medal distribution for Thai athletes in the 

Olympic Games. Here's a breakdown of the insights: 

      1. Sport-Specific Success 

    - Weightlifting: This sport shows the most significant success for Thailand, with both 

male and female athletes earning medals. Male athletes have won both bronze and silver 

medals. Female athletes have also contributed significantly, particularly with bronze medals. 

This showcases Thailand's strong performance in weightlifting across both genders. 

    - Badminton: This sport shows male dominance, with male athletes securing bronze 

medals. Badminton is known to be one of Thailand’s standout sports, especially in 

international competitions. 

    - Boxing: Female athletes are the primary contributors here, winning silver medals. 

Thailand has a strong tradition in boxing, and the inclusion of female medalists highlights the 

growing prominence of women in the sport. 

    - Taekwondo: Similar to boxing, female athletes have achieved success, winning gold 

medals. This reflects the rise of women in combat sports in Thailand and their ability to reach 

the highest levels of success. 

      2. Gender and Medal Distribution 

    - Male Athletes: Have won medals in weightlifting and badminton. The medals are 

more distributed across the medal spectrum (bronze and silver). 

    - Female Athletes: Have won medals across three sports in weightlifting, boxing, and 

taekwondo. Female athletes have earned a significant number of gold and silver medals, 

particularly in combat sports (boxing and taekwondo), indicating their strong performance in 

these areas. 

      3. Concentration of Medals 

    The medals for Thailand are concentrated in a small number of sports, with the largest 

haul coming from weightlifting and combat sports (boxing and taekwondo). This suggests 

that Thailand's focus and strengths lie in these sports, and they have successfully cultivated 

both male and female athletes who excel in these disciplines. 

Thailand’s strong performance in a limited number of sports, particularly 

weightlifting and combat sports, with contributions from both male and female athletes. 

While the number of sports represented is relatively small, the success in these areas reflects 

targeted excellence and investment in these disciplines. Additionally, the graph emphasizes 

the rising prominence of female athletes in traditionally male-dominated sports such as 

boxing and taekwondo. 
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Conclusion:  

The analysis of gender equality at the Paris 2024 Olympic Games reveals significant 

progress in achieving balance between male and female athletes across multiple dimensions, 

including participation, performance outcomes, resource allocation, and policy 

implementation. The Participation Equality Index (PEI) indicates that several sports, 

particularly handball and athletics, have successfully achieved gender balance, with nearly 

equal participation rates between genders. However, the study also identifies persistent 

disparities in sports like wrestling, BMX freestyle, and equestrian, where female participation 

remains significantly lower, reflecting ongoing gender inequality in certain disciplines.  

Additionally, the research highlights that resource allocation—such as financial 

support, access to training facilities—continues to favor male athletes in some sports, which 

impacts the opportunities and competitiveness of female athletes. The analysis of IOC 

policies shows that initiatives promoting mixed-gender events, increasing female quotas, and 

encouraging equal representation have played a crucial role in supporting gender equality 

systematically. However, the study falls short of offering actionable solutions to address the 

cultural and structural barriers that limit female participation in certain sports. 

For Thai athletes, these developments bring both challenges and opportunities. Thai 

female athletes, excelling in sports like taekwondo, weightlifting and boxing, could gain from 

the increased focus on gender equality. However, existing disparities in participation and 

resources highlight the need for ongoing support and policies to ensure they can compete 

equally with male counterparts, especially in male-dominated sports. 

While the Paris 2 0 2 4  Olympic Games demonstrate marked progress in gender 

equality, this research underscores the need for continued efforts to ensure that all sports can 

achieve true gender balance. Future policies should focus on increasing opportunities, 

visibility, and support for female athletes, particularly in sports where they are currently 

underrepresented. Moreover, there should be a systematic development and refinement of 

policies aimed at addressing cultural and structural issues to achieve comprehensive gender 

equality. These findings provide critical insights for policymakers, sports organizations, and 

stakeholders committed to advancing gender equity in global sports. 
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ADAPTIVE KALMAN FILTER FOR IMPROVED LANE TRACKING 
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(AIT), Pathum Thani, Thailand 
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Abstract:  

Several intelligent transportation system applications depend on obtaining accurate 
estimates of the vehicle's trajectory for the lane the vehicle is driving in. However, lane marking 
detections are usually noisy, requiring robust estimation methods and filtering. We propose a 
method for tracking lane boundaries in real time using an adaptive extended Kalman filter to 
smooth noisy lane boundary measurements while the vehicle is in motion. We develop a precise 
model of lane boundary geometry and vehicle dynamics allowing for curved lanes and turns. 
Extensive simulation and real-world experiments demonstrate the efficiency of the method. 
The lane tracker reduces noise in lateral distance observations by more than 50% and tangent 
angle observations by more than 70%. A new adaptive covariance method outperforms the 
standard EKF by 10% in lateral distance and 5% in tangent angle. The system as a whole 
provides excellent real-time performance and lane tracing accuracy at low cost. 
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Analytical solutions of some conformable fractional differential equations

Araya Hamkamhak,1 Kanit Mukdasai2,∗
1,2Department of Mathematics, Faculty of Science, Khon Kaen University, Khon Kaen 40002, Thai-
land
∗e-mail: Kanit@kku.ac.th

Abstract
We present the solutions of some conformable fractional differential e quations by m odel transfor-
mations, conformable fractional derivative and integral. Moreover, we study the solutions of some 
modified c onformable f ractional e quations. F inally, numerical e xamples a re g iven t o demonstrate 
the effectiveness of the proposed method.

Introduction
Fractional calculus has resurfaced and gained momentum due to its potential in engineer-

ing systems, multidisciplinary fields, b iology, m edicine, a nd a pplied s ciences. I ts w ide r ange of 
applications includes areas like linear anomalous diffusion e quations a nd t heir characteristics [5], 
modeling biological phenomena, respiratory tissue, and drug diffusion [ 7]. At the same t ime, frac-
tional calculus has found its way to sensors, analog, and digital filters [ 10]. S olving differential 
equations plays a major role in Engineering, Physics, Biology, and other fields l ike economics and 
medicine, see [1, 2, 3]. The fractional calculus [9, 13, 14] is a fractional order derivative by defining 
a new definition o f f ractional d erivative [ 8] f orm t hat d iffers fr om th e li mit de rivative definition. 
Many years ago, many mathematicians paid attention to fractional derivatives, and many different 
forms of fractional derivatives have been defined, but the most popular i s the f ractional derivative 
as the follows: The Riemann-Liouville fractional derivative and the Caputo fractional derivative [8] 
given by

i) Riemann-Liouville Definition: If n is a positive integer and α ∈ [n−1,n), the α th derivative of
f is given by

RLDα
a f (t) =

1
Γ(n−α)

dn

dtn

∫ t

a

f (x)
(t − x)α−n+1 dx,

where Γ is gamma function.

ii) Caputo Definition: If n is a positive integer and α ∈ [n−1,n), the α th derivative of f is given
by

CDα
a f (t) =

1
Γ(n−α)

∫ t

a

f (n)(x)
(t − x)α−n+1 dx,

where Γ is gamma function.

Currently, all efforts are directed toward ensuring that fractional derivative definitions con-
form to the typical characteristics of the standard derivative. The only universally shared property
among all fractional derivative definitions is linearity. However, each definition comes with its own
set of limitations or drawbacks:

(i) The Riemann-Liouville derivative does not satisfy RLDα(c) = 0 (CDα(c) = 0 for the Caputo
derivative), if α is not a natural number.
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(ii) All fractional derivatives do not satisfy the known product rule

Dα( f g)(t) = f (t)Dαg(t)+g(t)Dα f (t).

(iii) All fractional derivatives do not satisfy the known quotient rule

Dα( f/g)(t) =
g(t)Dα f (t)− f (t)Dαg(t)

g2(t)
.

(iv) All fractional derivatives do not satisfy the chain rule

Dα( f ◦g)(t) = f α(g(t))gα(t).

(v) All fractional derivatives do not satisfy Dα Dβ ( f ) = Dα+β ( f ) in general.

Therefore, the definition of conformable fractional derivatives [8] was created to solve the
above problem. Moreover, this definition makes the above problems consistent with various deriva-
tive rules. The definition is as follows:

T α f (t) = lim
ε→0

f (t + ε(t − t0)1−α)− f (t)
ε

, for all t > t0 and α ∈ (0,1].

For the above reasons, we are interested in adopting a conformable fractional derivative
definition. Because it has similar properties to the usual derivative definition and is the definition
that has received the most attention. For this proposal, we have presented a method for finding
solutions of fractional differential equations and obtained through numerical, graphical.

Preliminaries
In this section, we introduce some basic definitions and theorems of the conformable frac-

tional differential of order 0 < α ≤ 1.

Definition 1. [8] Let α ∈ (0,1], The conformable fractional derivative of function
f : [t0,∞)→ R is given by

T α f (t) = lim
ε→0

f (t + ε(t − t0)1−α)− f (t)
ε

, t > t0.

If f is α−differentiable in some (t0,a), a > t0, and lim
t→t0+

T α f (t) exists, then define

T α f (t0) = lim
t→t0+

T α f (t).

Definition 2. [4] The left-sided sequential modified conformable fractional derivative of order α ∈
(0,1] of a function f : [t0,∞)→ R is given by

T 2α
t0 f (t) = lim

ε→0

f (α)(t + ε(t − t0)1−α)− f (α)(t)
ε

, t > t0.

Definition 3. [11] Let α ∈ (0,1], The conformable fractional integral of function
f : [t0,∞)→ R is continuous such that I α( f (t)) exists. Then

I α f (t) =
∫ t

t0
(x− t0)α−1 f (x)dx, t > t0.
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Definition 4 . [4] The left-sided sequential modified conformable fractional integral of order α ∈ (0,1]
of a function f (t) ∈ Cµ ,µ ≥ −α , t > t0 is given by

I 2α
t0 f (t) =

1
α

∫ t

t0

((t − t0)α − (x− t0)α) f (x)
(x− t0)1−α dx.

Lemma 1. [11] Let α ∈ (0,1] and f : [t0,∞)→R be a continuous function such that I α( f (t)) exists,
then

T α [I α f (t)] = f (t),

and
I α [T α f (t)] = f (t)− f (t0).

Remark 1. [6] Typical Maclaurine series, which you should know

et = 1+ t + t2

2 + t3

3! + · · · =
∞

∑
n=0

tn

n!
; t ∈ R,

cosh(t) = 1+ t2

2 + t4

4 + · · · =
∞

∑
n=0

t2n

(2n)!
; t ∈ R,

sinh(t) = t + t3

3! +
t5

5! + · · · =
∞

∑
n=0

t2n+1

(2n+1)!
; t ∈ R.

Lemma 2. [12] Let t0 ∈R and fn(t) : [t0,∞)→R be a continuous and nonnegative function such that
∞

∑
n=0

fn(t)< ∞, ∀n ∈ N∪{0}. Then

I α

(
∞

∑
n=0

fn(t)

)
=

∞

∑
n=0

(I α fn(t)) .

Results and Discussion
Theorem 1. Let x(t) be a continuous function for t ∈ [t0,∞), t0 ∈ R. For α ∈ (0,1], A,x0 ∈ R and
n ∈ N, a solution of a conformable fractional ordinary differential equation

T αx(t) = A(t − t0)n, x(t0) = x0, t ≥ t0, (1)
is given by

x(t)− x0 =
A(t − t0)α+n

α +n
. (2)

Proof. Let x(t) be a continuous function for t ∈ [t0,∞) and x(t) be a solution of (1).
Consider

T αx(t) = A(t − t0)n, x(t0) = x0, t ≥ t0.

By Definition 3 and Lemma 1, we obtain
I αT αx(t) = I αA(t − t0)n

x(t)− x(t0) = A
∫ t

t0
(s− t0)α−1(s− t0)nds

= A
∫ t

t0
(s− t0)α−1+nds

=
A(t − t0)α+n

α +n
.

Therefore, a solution of (1) is x(t)− x0 =
A(t−t0)α+n

α+n .
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We plot solutions of (1). We compare the different values of α

Figure 1: Solution of (1) A = 1, x(0) = 0, n = 1 with α = 0.25 (blue), α = 0.5 (red) and α = 0.75
(yellow).

Theorem 2. Let x(t) be a continuous function for t ∈ [t0,∞), t0 ∈ R. For α ∈ (0,1], A,x0 ∈ R and
n ∈ N, a solution of a conformable fractional ordinary differential equation

T αx(t) = Aet−t0 , x(t0) = x0, t ≥ t0, (3)

is given by
x(t)− x0 =

∞

∑
n=0

A(t − t0)α+n

n!(α +n)
. (4)

Proof. Let x(t) be a continuous function for t ∈ [t0,∞) and x(t) be a solution of (3).
Consider

T αx(t) = Ae(t−t0), x(t0) = x0, t ≥ t0.

By Definition 3, Lemma 1, Remark 1 and Lemma 2, we obtain

I αT αx(t) = I αAe(t−t0)

x(t)− x(t0) = I αA
∞

∑
n=0

(t − t0)n

n!

= I αA
(

1+(t − t0)+
(t − t0)2

2
+

(t − t0)3

6
+ · · ·

)
= I αA(1)+I αA(t − t0)+I α A(t − t0)2

2
+I α A(t − t0)3

6
+ · · ·

= A
∫ t

t0
(s− t0)α−1(1)ds+A

∫ t

t0
(s− t0)α−1(s− t0)ds

+
A
2

∫ t

t0
(s− t0)α−1(s− t0)2ds+ · · ·

=
A(t − t0)α

α
+

A(t − t0)α+1

α +1
+

A(t − t0)α+2

2(α +2)
+

A(t − t0)α+3

6(α +3)
+ · · ·

Therefore, a solution of (3) is x(t)− x0 =
∞

∑
n=0

A(t − t0)α+n

n!(α +n)
.
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We plot solutions of (3). We compare the different values of α

Figure 2: Solution of (3) A = 1, x(0) = 0, n = 1 with α = 0.25 (blue), α = 0.5 (red) and α = 0.75
(yellow).

Theorem 3. Let x(t) be a continuous function for t ∈ [t0,∞), t0 ∈ R. For α ∈ (0,1], A,x0 ∈ R and
n ∈ N, a solution of a conformable fractional ordinary differential equation

T αx(t) = Asinh(t − t0), x(t0) = x0, t ≥ t0, (5)

is given by

x(t)− x0 =
∞

∑
n=0

A(t − t0)α+2n+1

(2n+1)!(α +2n+1)
. (6)

Proof. Let x(t) be a continuous function for t ∈ [t0,∞) and x(t) be a solution of (5).
Consider

T αx(t) = Asinh(t − t0), x(t0) = x0, t ≥ t0.

By Definition 3, Lemma 1, Remark 1 and Lemma 2, we obtain

I αT αx(t) = I αAsinh(t − t0)

x(t)− x(t0) = I αA
∞

∑
n=0

(t − t0)2n+1

(2n+1)!

= I αA
(
(t − t0)+

(t − t0)3

6
+

(t − t0)5

120
+ · · ·

)
= I αA(t − t0)+I α A(t − t0)3

6
+I α A(t − t0)5

120
+ · · ·

= A
∫ t

t0
(s− t0)α−1(s− t0)ds+

A
6

∫ t

t0
(s− t0)α−1(s− t0)3ds

+
A

120

∫ t

t0
(s− t0)α−1(s− t0)5ds+ · · ·

=
A(t − t0)α+1

(α +1)
+

A(t − t0)α+3

6(α +3)
+

A(t − t0)α+5

120(α +5)
+ · · ·

Therefore, a solution of (5) is x(t)− x0 =
∞

∑
n=0

A(t − t0)α+2n+1

(2n+1)!(α +2n+1)
.
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We plot solutions of (5). We compare the different values of α

Figure 3: Solution of (5) A = 1, x(0) = 0, n = 1 with α = 0.25 (blue), α = 0.5 (red) and α = 0.75
(yellow).

Theorem 4. Let x(t) be a continuous function for t ∈ [t0,∞), t0 ∈ R. For α ∈ (0,1], A,x0 ∈ R and
n ∈ N, a solution of a conformable fractional ordinary differential equation

T αx(t) = Acosh(t − t0), x(t0) = x0, t ≥ t0, (7)

is given by

x(t)− x0 =
∞

∑
n=0

A(t − t0)α+2n

(2n)!(α +2n)
. (8)

Proof. Let x(t) be a continuous function for t ∈ [t0,∞) and x(t) be a solution of (7).
Consider

T αx(t) = Acosh(t − t0), x(t0) = x0, t ≥ t0.

By Definition 3, Lemma 1, Remark 1 and Lemma 2, we obtain

I αT αx(t) = IαAcosh(t − t0)

x(t)− x(t0) = I αA
∞

∑
n=0

(t − t0)2n

(2n)!

= I αA
(

1+
(t − t0)2

2
+

(t − t0)4

24
+ · · ·

)
= I αA(1)+I α A(t − t0)2

2
+I α A(t − t0)4

24
+ · · ·

= A
∫ t

t0
(s− t0)α−1ds+

A
2

∫ t

t0
(s− t0)α−1(s− t0)2ds

+
A
24

∫ t

t0
(s− t0)α−1(s− t0)4ds+ · · ·

=
A(t − t0)α

(α)
+

A(t − t0)α+2

2(α +2)
+

A(t − t0)α+4

24(α +4)
+ · · ·

Therefore, a solution of (7) is x(t)− x0 =
∞

∑
n=0

A(t − t0)α+2n

(2n)!(α +2n)
.
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We plot solutions of (7). We compare the different values of α

Figure 4: Solution of (7) A = 1, x(0) = 0, n = 1 with α = 0.25 (blue), α = 0.5 (red) and α = 0.75
(yellow).

Theorem 5. Let x(t) be a continuous function for t ∈ [t0,∞), t0 ∈ R. For α ∈ (0,1], A,x0 ∈ R and
n ∈ N, a solution of a modified conformable fractional ordinary differential equation

T 2α
t0 x(t) = A(t − t0)n, x(t0) = x0, t ≥ t0, (9)

is given by

x(t)− x0 =
A(t − t0)2α+n

(α +n)(2α +n)
. (10)

Proof. Let x(t) be a continuous function for t ∈ [t0,∞) and x(t) be a solution of (9).
Consider

T 2α
t0 x(t) = A(t − t0)n, x(t0) = x0, t ≥ t0.

By Definition 4 and Lemma 1, we obtain

I 2α
t0 T 2α

t0 x(t) = T 2α
t0 A(t − t0)n

x(t)− x(t0) =
A
α

∫ t

t0

((t − t0)α − (s− t0)α)(s− t0)n

(s− t0)1−α ds

=
A
α

∫ t

t0
((t − t0)α − (s− t0)α)(s− t0)n−1+αds

=
A
α

∫ t

t0
(t − t0)α(s− t0)n−1+αds− A

α

∫ t

t0
(s− t0)n−1+2αds

=
A(t − t0)2α+n

α(n+α)
− A(t − t0)2α+n

α(n+2α)

=
A(t − t0)2α+n

(α +n)(2α +n)
.

Therefore, a solution of (9) is x(t)− x0 =
A(t−t0)2α+n

(α+n)(2α+n) .
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We plot solutions of (9). We compare the different values of α

Figure 5: Solution of (9) A = 1, x(0) = 0, n = 1 with α = 0.25 (blue), α = 0.5 (red) and α = 0.75
(yellow).

Theorem 6. Let x(t) be a continuous function for t ∈ [t0,∞), t0 ∈ R. For α ∈ (0,1], A,x0 ∈ R and
n ∈ N, a solution of a modified conformable fractional ordinary differential equation

T 2α
t0 x(t) = Aet−t0 , x(t0) = x0, t ≥ t0, (11)

is given by

x(t)− x0 =
∞

∑
n=0

A(t − t0)2α+n

n!(α +n)(2α +n)
. (12)

Proof. Let x(t) be a continuous function for t ∈ [t0,∞) and x(t) be a solution of (11).
Consider

T 2α
t0 x(t) = Ae(t−t0),

x(t0) = x0, t ≥ t0.

By Definition 4, Lemma 1, Remark 1 and Lemma 2, we obtain

I 2α
t0 T 2α

t0 x(t) = I 2α
t0 Ae(t−t0)

x(t)− x(t0) = I 2α
t0 A

∞

∑
n=0

(t − t0)n

n!

= I 2α
t0 A

(
1+(t − t0)+

(t − t0)2

2
+

(t − t0)3

6
+ · · ·

)
= I 2α

t0 A(1)+I 2α
t0 A(t − t0)+I 2α

t0
A(t − t0)2

2
+I 2α

t0
A(t − t0)3

6
+ · · ·

=
A
α

∫ t

t0

(t − t0)α − (s− t0)α

(s− t0)1−α ds+
A
α

∫ t

t0

((t − t0)α − (s− t0)α)(s− t0)
(s− t0)1−α ds

+
A

2α

∫ t

t0

((t − t0)α − (s− t0)α)(s− t0)2

(s− t0)1−α ds

+
A

6α

∫ t

t0

((t − t0)α − (s− t0)α)(s− t0)3

(s− t0)1−α ds+ · · ·

=
∞

∑
n=0

A(t − t0)2α+n

n!(α +n)(2α +n)
.
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Therefore, a solution of (11) is x(t) − x0 =
∞

∑
n=0

A(t − t0)2α+n

n!(α +n)(2α +n)
.

We plot solutions of (11). We compare the different values of α

Figure 6: Solution of (11) A = 1, x(0) = 0, n = 1 with α = 0.25 (blue), α = 0.5 (red) and α = 0.75
(yellow).

Theorem 7. Let x(t) be a continuous function for t ∈ [t0,∞), t0 ∈ R. For α ∈ (0,1], A,x0 ∈ R and
n ∈ N, a solution of a modified conformable fractional ordinary differential equation

T 2α
t0 x(t) = Asinh(t − t0), x(t0) = x0, t ≥ t0, (13)

is given by

x(t)− x0 =
∞

∑
n=0

A(t − t0)2α+2n+1

(2n+1)!(α +2n+1)(2α +2n+1)
. (14)

Proof. Let x(t) be a continuous function for t ∈ [t0,∞) and x(t) be a solution of (13).
Consider

T 2α
t0 x(t) = Asinh(t − t0), x(t0) = x0, t ≥ t0.

By Definition 4, Lemma 1, Remark 1 and Lemma 2, we obtain

I 2α
t0 T 2α

t0 x(t) = I 2α
t0 Asinh(t − t0)

x(t)− x(t0) = T 2α
t0 A

∞

∑
n=0

(t − t0)2n+1

(2n+1)!

= T 2α
t0 A

(
(t − t0)+

(t − t0)3

6
+

(t − t0)5

120
+ · · ·

)
= T 2α

t0 A(t − t0)+T 2α
t0

A(t − t0)3

6
+T 2α

t0
A(t − t0)5

120
+ · · ·

=
A
α

∫ t

t0

((t − t0)α − (s− t0)α)(s− t0)
(s− t0)1−α ds+

A
6α

∫ t

t0

((t − t0)α − (s− t0)α)(s− t0)3

(s− t0)1−α ds

+
A

120α

∫ t

t0

((t − t0)α − (s− t0)α)(s− t0)5

(s− t0)1−α ds+ · · ·

=
∞

∑
n=0

A(t − t0)2α+2n+1

(2n+1)!(α +2n+1)(2α +2n+1)
.
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Therefore, a solution of (13) is x(t) − x0 =
∞

∑
n=0

A(t − t0)2α+2n+1

(2n+1)!(α +2n+1)(2α +2n+1)
.

We plot solutions of (13). We compare the different values of α

Figure 7: Solution of (13) A = 1, x(0) = 0, n = 1 with α = 0.25 (blue), α = 0.5 (red) and α = 0.75
(yellow).

Theorem 8. Let x(t) be a continuous function for t ∈ [t0,∞), t0 ∈ R. For α ∈ (0,1], A,x0 ∈ R and
n ∈ N, a solution of a modified conformable fractional ordinary differential equation

T 2α
t0 x(t) = Acosh(t − t0), x(t0) = x0, t ≥ t0, (15)

is given by

x(t)− x0 =
∞

∑
n=0

A(t − t0)2α+2n

(2n)!(α +2n)(2α +2n)
. (16)

Proof. Let x(t) be a continuous function for t ∈ [t0,∞) and x(t) be a solution of (15).
Consider

T 2α
t0 x(t) = Acosh(t − t0), x(t0) = x0, t ≥ t0.

By Definition 4, Lemma 1, Remark 1 and Lemma 2, we obtain

I 2α
t0 T 2α

t0 x(t) = I 2α
t0 Acosh(t − t0)

x(t)− x(t0) =I 2α
t0 A

∞

∑
n=0

(t − t0)2n

(2n)!

=I 2α
t0 A

(
1+

(t − t0)2

2
+

(t − t0)4

24
+ · · ·

)
=I 2α

t0 A(1)+I 2α
t0

A(t − t0)2

2
+I 2α

t0
A(t − t0)4

24
+ · · ·

=
A
α

∫ t

t0

(t − t0)α − (s− t0)α

(s− t0)1−α ds+
A

2α

∫ t

t0

((t − t0)α − (s− t0)α)(s− t0)2

(s− t0)1−α ds

+
A

24α

∫ t

t0

((t − t0)α − (s− t0)α)(s− t0)4

(s− t0)1−α ds+ · · ·

=
∞

∑
n=0

A(t − t0)2α+2n

(2n)!(α +2n)(2α +2n)
.
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Therefore, a solution of (15) is x(t) − x0 =
∞

∑
n=0

A(t − t0)2α+2n

(2n)!(α +2n)(2α +2n)
.

We plot solutions of (15). We compare the different values of α

Figure 8: Solution of (1) A = 1, x(0) = 0, n = 1 with α = 0.25 (blue), α = 0.5 (red) and α = 0.75
(yellow).

Conclusion
We study the solutions of some conformable fractional differential equations using model trans-
formations, conformable fractional derivatives, and integrals. Moreover, we study the solutions of
some modified conformable fractional equations. We present numerical examples that correspond
to the derived theory.
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Abstract: 

The Development of tablet and capsule pills physical identification searching system or drug 

identification system is a development of pills database management system the helps solving 

problem for the pharmacists of Drug Information Center of Songklanagarind Hospital in 

Identification of the drugs. The original problems are when the pharmacists receive diverse 

types of medicines from their patients with without drug name packaging, therefore, lack the 
information of the medicines. Although the pharmacists can use their experiences to identify 

the medicines, the processes usually take a long time and yet the result may not be accurate. 
Therefore, the researcher has developed the Drug Identification System which is a web 
application used to identify the unknown drugs using their physical appearances, including 
types,  shapes, colors, marks, sizes,  traceries, and letters on the medicines. This application 
helps finding the information in short time, yields benefits for pharmacists and their patients 
in treatments. From the results of the study,  trying to identify the sample of 100 types of 
drugs, the completeness of searching (Recall) is 1, the accuracy from searching (Precision) is 
0.71, and the quality of the overall searching (F-Measure) is 0.83. And from the evaluating 
using the Lean Management theory, the result shows that the whole original processes of 
identifying drugs and reduced to only 4 steps. Originally, the time consumed in the operation 
for both inpatient and outpatient cases are 24 hours 32 minutes 44 seconds, and 2 hours 32 
minutes 44 seconds, respectively. With the help from the application, the time for both cases 
are reduced to only 22 minutes and 8 seconds, which are 85.51% and 98.50% more efficient, 
for inpatient cases and outpatient cases, respectively. From overall results, the study proves 
that the Drug Identification System can identify the medicines using their physical 

appearances, and therefore, reduce the time consumed in searching the medicines information 
significantly.

Introduction: 

In Thailand, from statistical data from the Drug Control Division Registration of drug 

formulas from 1983-2012, a total of 29,424 drug formulas were registered. Drugs can be 

divided into 3 types according to their physical characteristics as follows: 

1. Solid dosage forms such as tablets, capsules, powders

2. Semi-solid dosage forms such as ointments, creams

3. Liquid dosage forms such as liquid medicine

Although these three forms of medicine, there will be prevalence in both production

and consumption. But it was found that most of the drugs registered in the drug formula are 

in solid form. It can be seen that the most commonly used forms of medicine both in medical 

facilities and in general pharmacies are tablets and capsules. This is due to maintaining good 
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physical and chemical conditions. It is also convenient to consume. In addition, letters or 

symbols representing the manufacturer or type of medicine can be printed on the tablets. 

From this variety of tablet and capsule forms, this causes pharmacists to encounter various 

problems in remembering the characteristics of pills. Therefore, it is not possible to indicate 

important drug information in the beginning. This is a problem in classifying these pills 

which must analysis from the Pharmacy Information Center. Pharmacy Department, 

Songklanagarind Hospital which is a center providing information about medicines by 

pharmacists. In order to obtain accurate drug information for further distribution to patients. 

The Pharmacy Information Center also encountered problems in analyzing the identity 

of drugs for doctors.  Patients have to wait a very long time to enter the treatment process, for 

example 
1. Difficulty in analyzing patient treatment. In cases where the patient has used other 

types of medicine before being admitted to the hospital There is no drug labeling. 

2. Many drugs are very similar. This causes difficulty in preliminary classification. 

3. It is a new drug in drug registration or has little use. So, pharmacists are not 

familiar with the tablets. 

4. Tablet packaging lost. This makes it impossible to read important information that 

details the drug in the first place. 

To solve such problems in the drug information center, it takes a pharmacist's expertise 

and memory to be able to receive drug information quickly and correctly. In the case where 

the pharmacist does not know the information from the medicine, it will enter the process of 

analyzing or confirming the identity of the pills. 

Begin by asking for additional information about medicines from the patient, the 

patient's relatives, or the doctor and nurse about the details of the medicine, such as the 

source of the medicine. The patient's symptoms are matched with the patient identification 

number so that the pharmacist can check the patient's medical history. 

If the patient or the doctor has the medicine tablets included, the pharmacist will be 

able to search for those elements as well, such as the packaging that has the details of the pills 

on it, etc. But in case of the medicine has only pills, the pharmacist can only find out the 

physical identity of the pill. 

By the way, find out the identity of this pill. This will require the ability of the 

pharmacist in terms of experience and analysis of the possibility of symptoms along with the 

physical characteristics of the tablets. 

Therefore, the results can be used as preliminary information. That can be used to 

search from additional trusted sources. Sometimes the Pharmacy Information Center is 

unable to provide answers for patients and doctors managing their own conditions. You can 

only keep a sample of the medicine you received. to continue searching for answers. Causing 

the deterioration of the tablets until causing that stored drug information to disappear Due to 

the problems that occurred, pharmacists were unable to respond as well as they should. 

Figure 1. shows an example of the working process of the Pharmacy Information Center. To 

receive information  

The research aims to solve the problems in storing drug data and methods for 

searching for drugs based on physical characteristics by creating a tool that is a drug database 

management system using Web Service technology to help store information in a useful drug 

database. Including the process of searching for drug information using methods to identify 

the physical characteristics of tablets such as tablet type, shape, size, color, and print on the 

tablet [1]. 

By specifying such characteristics, user will be able to search for drug information 

results. The tool is called "Drug Identification System" 

489



 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

Researchers hope the system will help improve patient health safety from drug use and solve 

problems for the Pharmacy Information Center, Pharmacy Department, Songklanagarind 

Hospital regarding the difficulty in classifying the most effective drugs mentioned above. 

 

Methodology:  

In this research, the researchers defined the tablet and capsule retrieval system which refers to 

a tool used for physical identification. That can be seen from the external appearance of the 

pill, such as the pill type, shape, color, size, notch, letters, and various symbols on the pill. 

From the method of classifying the specific characteristics of pills, it will be possible to 

retrieve drug information in the database system.  

 

System Development Life Cycle  
This research method based on the System Development Life Cycle (SDLC) theory [3] to 

develop a drug identification system. By specifying the physical identity as shown in Table 1. 

 
Table 1. System Development Life Cycle 

SDLC Model Activities 
1. Analysis process 

 
- Identify the problems from users and analyze the feasibility of the 

system. 

- Study the physical information of drug and analyze tablets by 

characterizing tablets and capsules.  

- Find out how to identify pills. 

 - Study the theory or methods of searching for information by 

identifying pills.  

- Study and analyze appropriate technology for system 

development. 

2. Design process - Define the scope of research and use of the developed system. 

- Design a database of tablets and capsules. 

- Design user interface. 

- Design the structure of the system. 

3. Developing 

process 

- Develop a systematic database of tablets and capsules (Database) 

- Develop data processing system (Server) 

- Develop user interface (Client) 

4. Testing and 

evaluating process 

 

- System testing with users. 

- Test accuracy pill and capsule information retrieval by physical 

identification and analyze the reduction of steps in the work 

process. 

- Evaluate the system according to the research objectives. 

- Summary of evaluation results from users. 

5. Presentation and 

delivery process 

- Report the system performance. 

- Deliver the system.  

 

Theory of pharmaceutical data analysis to classify the physical characteristics of tablets 

and capsules.  
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The researchers studied methods for characterizing the physical characteristics of tablets and 

capsules from the journal MIMS which very well known in the pharmaceutical industry in 

collecting medicines information that available in the world. 

The MIMS journal and search system uses a pharmacology search methodology by 

trade name or some physical characteristics of the drug, such as color, type of drug, shape, 

and size. However, MIMS data retrieval methods are still not responsive to queries of the 

pharmacy information center because some physical characteristics are still missing. As a 

result, sometimes results are not received from searches. 

The researcher therefore combined the physical classification theory from MIMS and 

the physical classification theory of the Pharmacy Information Center. All drug data were 

collected and analyzed to further classify physical characteristics. Including the physical 

classification theory of the tablet and capsule identification database system in Thailand by 

the Faculty of Pharmacy, Ubon Ratchathani University. 
 

Technological theories used in developing Drug Identification systems. 
 The researcher analyzed the feasibility of appropriate tools and theories for 

development according to the research scope. Technological theories to develop research 

tools as follows. 

 

1. Web Application Technology  

A web application is an application program that can be accessed with a web browser through 

a computer network such as the Internet or an intranet. The main benefit of web applications 

is that they can be accessed from anywhere. Therefore, there is no restriction on the source of 

use. Web applications can be updated and maintained without distribution and install the 

software on the user's machine [4]. 

In this research, web application technology will be used to manage the drug 

information management system and search for information on tablets and capsules. It mainly 

identifies the physical identity of the pharmacist at the drug information center. 

 
2. Web Service Technology 

A Web Service is a service offered by an electronic device to another electronic device, 

communicating with each other via the Internet. Different software systems often need to 

exchange data with each other, and a Web service is a method of communication that allows 

two software systems to exchange this data over the Internet. The software system that 

requests data is called a service requester, whereas the software system that would process 

the request and provide the data is called a service provider. Different software may use 

different programming languages, and hence there is a need for a method of data 

exchange that doesn't depend upon a particular programming language. Most types of 

software can, however, interpret XML tags. Thus, Web services can use XML files for data 

exchange [5]. In practice, a web service commonly provides an object-oriented web-based 

interface to a database server, utilized for example by another web server, or by a mobile app, 

that provides a user interface to the end-user.  

 
3. MySQL 

MySQL, the most popular Open Source SQL (Structured Query Language) database 

management system, is developed, distributed, and supported by Oracle Corporation. MySQL 

is a database management system. To add, access, and process data stored in a computer 

database, we need a database management system such as MySQL Server. Since computers 

are very good at handling large amounts of data, database management systems play a central 
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role in computing, as standalone utilities, or as parts of other applications. MySQL software 

is Open Source which means that it is possible for anyone to use and modify the software. 

Anybody can download the MySQL software from the Internet and use it without paying 

anything. MySQL Server was originally developed to handle large databases much faster 

than existing solutions and has been successfully used in highly demanding production 

environments for several years. Although under constant development, MySQL Server today 

offers a rich and useful set of functions. Its connectivity, speed, and security make MySQL 

Server highly suited for accessing databases on the Internet. 

 
4. Software Architecture 

Drug Identification system is a system developed in client-server architecture which divides 

development into 2 parts; web application and server. Web application is the part used to 

manage data or import drug information and is used for pills and capsules physical 

identification. Servers are used to process data by receive commands from client users via 

web applications. Servers is used to connect to the system's database to read and record data, 

it searches for tablet and capsule information received from users. They are all linked or 

communicated online and follow Web Service standards, which makes the system work more 

efficiently [2]. As shown in Figure 1. 

 

 
Figure 1. Drug Identification system Architecture 

 

Results and Discussion:  

The result of Drug Identification System can be evaluating the retrieval effectiveness of the 

physical identification tablet and capsule retrieval system. The researcher evaluated the 

results in terms of completeness, accuracy and precision. The researcher collected samples of 

100 pills into the Drug Identification System database. In the evaluation, the results from data 

extraction will be displayed as the results of 3 groups of variables as shown in Table2. 

1. Retrieved and Relevant Data is a group of drug data that the system can identify and 

is accurate drug data. 
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2. Retrieved and Irrelevant is a group of drug information that the system can identify 

but incorrect drug information. 

3. Not Retrieved and Relevant is A group of valid drug information but the system 

cannot identify it. 

 

Table 2. Shows the evaluation results of Drug Identification System. 

Variables for measuring 

results 

Displayed results Description 

1.  Retrieved and Relevant 

Data  
 

 

100 items From a sample of 100 pills, 

the system can identify all 
100 pills and provide 

accurate results. 

2. Retrieved and Irrelevant 

 

2 items The reason that two incorrect 

entries were found was due 

to the search algorithm. 

System fonts will be stored 

as text and use search 

conditions in the form 
%Like%, some drug lists have 

the same identifying letters in 

some parts were displayed 

together.  The design of the 

search conditions is to 

manage discrepancies in 

identifying patterns that 

contain letters, such as: 

Pharmaceutical company 

symbol displayed in letters.  

3.  Not Retrieved and 

Relevant 

 

0 items Data item not found. 

 
We calculate the values that show completeness and accuracy and to measure the quality of 

the overall data search results as in Table 3. 

 

Table 3. Pre-Lean results. 

Variables 

 

Value Remarks 

Recall 

(Completeness value) 

= 100/(100+0) 

= 1 

 

Measured by the ratio 

between the amount of 

correctly retrieved 

information with the total 

amount of valid data of the 

system 

Precision 

(Accuracy value) 

= 100/(100+2) 
= 0.98 

 

Measured by the ratio 

between the amount of 

correctly retrieved 

information with the total 

amount of information 
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retrieved 

F-Measure 

(Overall quality of search 

results) 

= (2*1*0.98/1+0.98)*100 

= 99% 

Average of precision and 

recall  

 
Efficiency evaluation results for improving work with Lean Management 

We evaluate results to improve working with Lean Management by comparing the different 

time between the current system without Drug Identification System (Pre-Lean) with the new 

system with Drug Identification System (Post Lean) based on Lean Management theory. 

Table 4 shows the Pre-Lean results. 

 

Table 4. Pre-Lean results. 

Work system Values Results 
Pre-Lean The sum of the value duration. = 505 minutes (8 hours 25 minutes) 

The sum of the total duration of the 

work steps. 
= 525 minutes (8 hours 45 minutes) 

Efficiency percentage = (505/525)x100  

= 96.20% 

 

 
Drug Identification System was launched in the Pharmacy Information Center, 

Songklanagarind Hospital, to test work processes and reduce work time (Post Lean). The 

working process has been modified and the efficiency evaluation results as shown in Table 5. 

 

Table 5. Post Lean results. 

Work system Values Results 
Post Lean The sum of the value duration. = 90 minutes (1 hour 30 minutes) 

The sum of the total duration of the 

work steps. 
= 90 minutes (1 hour 30 minutes) 

Efficiency percentage = (90/90)x100  

= 100% 

 

 
Table 6. shows the comparison of efficiency values between Pre-Lean and Post Lean. From 

the Pre-Lean process, it took a total of 8 hours and 45 minutes to complete the operation. 

With Drug Identification system, total process time is 1 hour 30 minutes. Post Lean is 

reduced 7 hours 15 minutes, the process of searching for tablet and capsule information has 

been made simpler and faster. 

 

Table 6. comparison of efficiency values between Pre-Lean and Post Lean 

Evaluation Pre-Lean Post Lean Different 
Time 8 hours 25 minutes 1 hours 30 minutes -7 hours 15 minutes 

Efficiency (percentage) 96.20% 100% +3.80% 

 
Conclusion:  
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Drug Identification System is a development of pills database management system the helps 

solving problem for the pharmacists of Drug Information Center of Songklanagarind Hospital 

in Identification of the drugs. From 29,424 drug formulas which were registered in Drug 

Control Division Registration, this system helps finding the information in short time. The 

results of study prove that the Drug Identification can identify the medicines using their 

physical appearances,  and therefore, reduce the time consumed in searching the medicines 

information significantly. 
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Abstract:  
The identification of snake species is crucial for ecological studies, safety measures, and biodiversity 

conservation. This research explores the application of machine learning techniques, specifically 

YOLOv8, to automate snake species identification using images. The dataset, sourced from the Queen 

Saovabha Memorial Institute, includes 1,150 images of 23 snake species, which were augmented to 

2,764 images to enhance model performance. YOLOv8, a prominent one-stage object detection model 

known for its efficiency and accuracy, was employed due to its improvements in accuracy and speed 

over previous versions and its capability to train on a single GPU. The proposed system utilizes a two-

model approach: the first model detects bounding boxes around potential snakes, while the second 

model classifies the species within these boxes. Images are pre-processed through auto-orientation 

and resizing to 416x416 pixels to ensure consistency. The data is split into training (70%), validation 

(20%), and testing (10%) sets. Ultralytics HUB facilitates the training and validation processes using 

a YAML configuration file to manage parameters. The model structure includes a backbone for 

feature extraction, a neck for connecting components, and a head for bounding box and class 

prediction. This approach aims to improve accuracy in snake species identification and provide a 

scalable solution for ecological and safety applications.  
 

Introduction:  

Most Thai people fear a creature called a "snake" because they do not know which species of 

snake they encounter and whether it is venomous. In the past, when the internet was not 

easily accessible, information about snakes was scarce, and accurate information was not 

readily available to the public. This led to misunderstandings about different snake species, or 

the inability to distinguish between venomous and non-venomous snakes. As a result, some 

people, upon encountering a snake in their living area, chose to kill it to avoid the potential 

danger of venom. This research was developed to help address the issue of identifying snake 

species, allowing people to easily check the species of a snake from a picture and access 

detailed information. The snake data used focuses on Thai snake species commonly found 

near human habitats. The developers created a system that works on a web application and 

Line, allowing users to search for information through the web application by using images, 

snake names, or snake characteristics, as well as through a chatbot. The model was developed 

using YOLOv8. Test results showed that the model's prediction accuracy for snake species is 

between 83.92%, making this application useful for real-world daily use. 

 

Related Theory:  

A. Machine Learning  

 Machine Learning (ML) [1][5] is the use of mathematics and computer science to 

teach computers to learn and make judgments without having to follow strict rules. Machine 

learning can read and interpret the information offered by humans so that they can make the 

judgments that human desire. There are numerous versions, including the following tasks. 
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First, predict new types of data that machine learning has never seen before, what is the 

value, and what category does it belong to. Second, group data by using information in the 

same group that has similar qualities. Third, separate particular types of data from the rest of 

the data, such as speech from voice and environment. Fourth, learning from the original 

interests to introduce new pieces of information that humans are predicted to be interested. 

The advantages of machine learning are numerous. Anyone or any organization that wants to 

employ machine learning in their job.  

 Machine learning can be divided into two categories. The first category is supervised 

learning which provide a class label in the dataset. For instance, regression that can find 

numerical responses, such as nutritional information for child, what the expected height of 

this child is. Classification that come up with a categorical answer, such as a prophecy for the 

Thoracic X-ray image, whether or not the patient has lung cancer (the answer is yes/no, hence 

the name is binary). The second category is unsupervised learning which the fact that no one 

knows the correct answer. For example, clustering which build communication strategies 

with diverse categories of customers, group information, such as donor information, into 

three groups. Other non-clustering difficulties, such as detecting part data, are addressed in 

section. Other example of unsupervised learning are anomaly detection, recommendation 

system that provides material that users are likely to be interested. 

 

B. Related work. 

In [2], this paper evaluates the effectiveness of five advanced machine-learning techniques—

decision tree J48, nearest neighbors, k-nearest neighbors (k-NN), backpropagation neural 

network, and naive Bayes—in solving the problem of snake species identification based on 

images. Traditionally, identifying snake species is done manually by observing traits like 

head shape, body pattern, color, and eye shape. The study focuses on 22 snake species found 

in Malaysia, compiling their images into a database named the Snakes of Perlis Corpus. The 

researchers propose an intelligent method for automatically identifying snake species from 

images, which is useful for content retrieval systems. Their experiments reveal that the 

backpropagation neural network and nearest neighbor techniques are particularly accurate, 

achieving over 87% accuracy when using the CEDD descriptor in this classification task. 

 In [3], this study highlights the importance of automated snake image identification, 

particularly for snakebite management. It compares various state-of-the-art machine learning 

methods, both holistic and neural network-based, for classifying snake species. The research 

was conducted on six snake species in Lar National Park, Tehran, Iran. Key findings include 

Holistic methods like k-nearest neighbors (k-NN), support vector machine (SVM), and 

logistic regression (LR) combined with dimension reduction techniques like principal 

component analysis (PCA) and linear discriminant analysis (LDA) were tested. The use of 

PCA did not significantly improve accuracy (remaining below 50%), but using LDA 

improved accuracy, especially with SVM, achieving 84%. Convolutional neural networks 

(CNN), specifically MobileNetV2, outperformed holistic methods, reaching an accuracy of 

93.16%. The study also revealed that deep activation layers in CNN are crucial for 

identifying snake species based on color patterns and shape. The results suggest that 

MobileNetV2 is a powerful algorithm for snake image classification, and it could be used on 

mobile devices, paving the way for developing mobile applications for snake identification. 

 In [4] the study tested four convolutional neural network (CNN) models—VGG16, 

ResNet50, MobileNetV2, and DenseNet121—across various experiments with different 

numbers of classes. The results showed that VGG16, DenseNet121, and MobileNetV2 

achieved the highest accuracies, with VGG16 performing the best, achieving 97.09% 

accuracy when classifying 45 different snake species.  
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Methodology:  

In this section, procedures and methods of developing application was described as follows. 
 

 
Figure 1. System architecture overview. 

 

       Figure 1 provides an overview of the system architecture. The system architecture 

details are as follows. The administrator has the capability to add, delete, and edit data 

directly from the mobile application. User can use the mobile application while exploring 

snake species, gaining access to detailed snake information. The database operations consist 

of various activities. Administrative actions, such as adding, deleting, or editing snake 

information, are logged and stored in the database. The data related to these actions are 

transmitted to the server, enabling seamless information exchange within the system. Figure 2 

illustrates the system's use case diagram, interactions and the roles involved. 

 
Figure 2. Use case diagram. 

In this research, a dataset to train the YOLOv8 network is utilized for identifying 

snake species. The dataset is sourced from the Queen Saovabha Memorial Institute's snake 
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farm. YOLO, which stands for "You Only Look Once," is a prominent object detection 

model within the one-stage detectors category, contrasting with two-stage detectors. YOLO 

employs a sliding window strategy combined with classification to process and classify each 

window in an image. YOLOv8 has shown improvements over YOLOv7 in both accuracy 

(average precision) and speed (FPS), with its notable strength being the capability to train 

efficiently on a single GPU. The snake species detection process involves two models. In the 

first model, user-uploaded images are processed to identify bounding boxes around detected 

objects, each with an associated probability score. These outputs are passed to the second 

model, which determines the specific type of snake. The system accommodates images of 

various sizes and resolutions by automatically resizing them to 416x416 pixels according to 

YOLO format. The integrated algorithm performs object detection to identify the snake and 

then classifies its species, presenting the results to the user. 

The following are details of the proposed algorithms. First, a preprocessing is 

performed. This step adjusts the orientation of images to align with predefined conditions or 

rules, ensuring accurate and consistent data for analysis. Next, images are resized to 224x224 

pixels to standardize input for training. The dataset consists of 1,150 images, which are 

augmented to 2,764 images, representing 23 snake species. Table 1 shows example of snake 

using in the experiment. The images are divided into 2,421 train set images, 232 validation 

set images, and 111 test set images. After that Ultralytics HUB is used for training, testing, 

and validating images, utilizing a YAML file to specify dataset locations and training 

parameters such as the number of epochs, batch size, and learning rate. To setup parameters, 

Ultralytics HUB enables users to configure various YOLOv8 model parameters through the 

YAML file, including the number of classes, anchor box sizes, and model features. The 

model structure composed of backbone, which extracts key features from the images, neck 

that connects the backbone to the head, and head which responsible for predicting bounding 

boxes and object classes. 

 

Table 1: Example of snake to use in the experiment. 

Image Name Train Valid Test 

 Reticulated 

python 

102 10 5 

 Burmese python 78 7 4 

 sunbeam snake 93 9 4 

 Javan wart snake 111 10 5 
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 Rainbow mud 

snake 

81 8 4 

 Copperhead racer 117 10 5 

 Oriental rat snake 93 9 5 

 Indochinese rat 

snake 

78 7 4 

 Small-banded 

kukri snake 

102 10 5 

 

Results and Discussion: 

This section focuses on presenting the outcomes of the mobile application, highlighting its 

functionality within the predefined scope of the project. Specifically, it delves into the Home 

Page of the application, which serves as the main menu. The application's home page is 

presented in Figure 3. Example of searching snake by properties is shown in Figure 4. Line 

Chabot is shown in Figure 5. 

 

 
 

  
Figure 3. Show application’s Home Page. 
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 Figure 4. Searching snake by properties. 

 

 
 

Figure 5. Line Chabot. 
Performance Indexed 

The confusion matrix is a potent technique for assessing the performance of classification 

results. It provides a detailed representation of predicted and actual classes, aiding in the visualization 

of classification errors. The matrix is structured such that each row corresponds to the predicted class, 

and each column represents the original class. The evaluation metrics derived from the confusion 

matrix include precision, recall, F1 score, and accuracy, calculated using the following equations:: 

                                             (1) 

where TP is the true positive value and FP is the false positive value. Precision is the value 

that measures the number of correct predicting answers by dividing by the total number of images in 

the dataset. 

                                                    (2) 
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where TP is the true positive value and FN is the false negative value. Recall is the value that 

measures the number of correct predicting answers for each class and is divided by the total number 

of that class which is the ground truth. 

                              (3)         

where Precision is the precision value calculated from (1) andRecall  is the recall value 

calculated from (2). 

                                                (4)         

 where TP is the true positive value, TN is the true negative value, and N is total number of 

images. 

 The classification results obtained by applying the proposed algorithms to detect the 

snake image were used to demonstrate the experimental findings. Consequently, the 

classification accuracy ensures the efficiency of our image classification algorithms. Table. 1 

illustrates the categorization accuracy. The experimental results indicate that adopting a 

convolutional neural network for training to detect a snake species in image can be 

successfully. The proposed algorithms can be utilized to classify the type of snake with an 

accuracy rate of 87.92 percent.  

Web Application for detecting species of snakes with Machine Learning can use images to 

find information about snakes nearby and can search for information about snakes by the data 

uses 10 images to measure performance. The criteria used to measure data accuracy is an 

average data accuracy of 91% to 99%. 

 

Table 2: Comparison of average acuracy of classification with proposed classification 

technique. 

No Image Result Accuracy Classification 

result 

 

1 

  

 

30.33% 

 

false 

2 

  

 

91.62% 

 

true 

3 

  

 

79.61% 

 

true 
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4 

  

 

86.32% 

 

true 

5 

  

 

84.65% 

 

true 

6 

  

62.49% true 

7 

 
 

78.32% true 

8 

  

56.57% true 

9 

  

96.58% true 

10 

  

68.24% true 

 

Table 3: Comparison of average precision of classification between traditional deep learning 

and proposed classification technique 

Classification technique Precision 

AlexNet 85.18% 

YOLO 82.67% 

CNN 84.85% 

proposed classification 83.92% 
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Conclusion:  

In conclusion, this section provides a comprehensive overview of the operational outcomes of 

the application of applying machine-learning techniques for snake species identification. The 

model was developed using YOLOv8. Test results showed that the model's prediction 

accuracy for snake species is 83.92%, making this application useful for real-world daily use. 
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Abstract:  

The diversity of dentists and the severity of carious lesions contribute to the 

variability in the efficacy in caries detection. For effective caries management, the integration 

of artificial intelligence (AI) has emerged as a promising strategy. You Only Look Once 

version 8 (YOLOv8) was used to evaluate the efficacy of detecting dental caries in bitewing 

radiographs of primary teeth according to the International Caries Classification and 

Management System (ICCMSTM). It was trained and validated by inputting 100 annotated 

bitewing radiographs under intersection over union (IoU) threshold 50 and 75. According to 

the 3-class classification of caries severity (initial stage: class RA, moderate stage: class RB, 

and extensive stage: class RC), the highest average precision was in class RC (0.67) while the 

lowest was in class RA (0.29). In the 6-class classification, YOLOv8 achieved precision, 

recall, F1-score, mAP50 and mAP75 at 0.51, 0.38, 0.40, 0.38, and 0.17, respectively. The 

highest average precision was in class RC6 (0.68) while the lowest was in class RA1 (0.11). 

This validation results of YOLOv8 demonstrated promising efficacy in the detection and 

classification of moderate to advanced caries lesions on bitewing radiographs in primary 

teeth, but its performance in detecting initial caries lesions remains limited. 

Keywords: Artificial intelligence, Bitewing radiographs, Deep learning, Dental caries, 

Objects detection, Primary teeth 

 

Introduction:  

Dentists commonly rely on intraoral radiographs for dental caries detection. Bitewing 

radiography stands out as an effective technique for identifying proximal caries in enamel 

and dentin. The sensitivity of bitewing radiography for detecting proximal cavitated carious 

lesions was approximately 0.64 (range: 0.59–0.70).1 When non-cavitated or initial carious 

lesions were included, the sensitivity significantly decreased to 0.24 (range: 0.21–0.26), 

emphasizing the need to explore more sensitive detection methods.1 Several essential factors 

contribute to the variability in the efficacy in caries detection, including the diversity of 

dentists and the severity of carious lesions. Numerous studies have substantiated that the 

superior accuracy in caries detection was provided from experienced dentists.2-5 This variance 

in performance leads to the inconsistency observed in making decision for caries diagnosis 

and treatment planning. To decrease this inherent inconsistency, the integration of artificial 

intelligence (AI) for caries diagnosing has emerged as a promising strategy. 
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The use of AI is increasing in the field of dentistry, especially for caries detection and 

diagnosing.6,7,9-11 Deep learning-based convolutional neural network is subtype of AI which 

autonomously recognize and learn patterns in extensive datasets without human aid.8 

Previous studies covered not only the application of AI in dental radiographs, but also 

extended to three-dimensional dental imaging and intra-oral photography. Deep learning has 

demonstrated a range of efficacy in caries detection, achieving accuracy rates between 68% 

to 99%, and sensitivity rates between 25% to 99.8%.9 You only look once (YOLO) is one of 

the most outstanding deep learning models for object detection tasks due to its high 

performance. This model exhibited the fastest operating time compared to other object 

detection algorithms. Moreover, the updated version of YOLO demonstrated enhanced small 

object detection capabilities, potentially making it suitable for detecting proximal initial 

lesions. Recent study in 2023 by Panyarak et al. found that YOLOv7 yielded better efficacy 

in caries detection in permanent teeth than YOLOv3.10 YOLOv8, which was established by 

Ultralytic in January 2023, this iteration displayed a wide range of abilities within the domain 

of vision AI tasks. These tasks include detection, segmentation, pose estimation, tracking, 

and classification. Nonetheless, there are no studies involving YOLOv8 for caries detection 

on bitewing radiographs in primary teeth. To fill these gaps, our study was designed to 

evaluate the efficacy of YOLOv8 for detecting caries in primary teeth on bitewing 

radiographs. 

 

Methodology:  

Dataset selection and preparation 

A total of 100 bitewing radiographs of primary teeth without patient’s information 

from 2017 to 2022 were randomly collected from PACs system of the pediatric dental clinic, 

faculty of dentistry, Chiang Mai University. The protocol of this study was approved by the 

Human Experimentation Committee of the faculty of dentistry, Chiang Mai University. The 

YOLO model, which demonstrated good performance in the previous studies concerning 

caries detection on bitewing radiographs in permanent teeth, was used in this study.6,10,11 

Bitewing radiographs of primary teeth with at least the crowns of one dental arch being 

detectable were included in this study. Low quality radiographs were excluded from this 

study including low quality of contrast, blurred images, and excessive distortion. Permanent 

teeth, overlapping of proximal surfaces of more than half of the enamel, and abnormalities of 

enamel and dentin, such as amelogenesis imperfecta, dentinogenesis imperfecta, and dentin 

dysplasia, were also excluded from this study. All bitewing radiographs were annotated by 

two experts who are an oral radiologist and a pediatric dentist with 7-18 years of experience. 

The experts proceeded to precisely identify by drawing a rectangular bounding box to enclose 

each carious lesion on primary teeth (an example is shown in Figure 1.) and labeled the depth 

of lesion into six levels according to the International Caries Classification and Management 

System (ICCMSTM). The detection performance was assessed regarding two classifications as 

follows: 

- 6 classes:  

   1. RA1: radiolucency in the outer 1/2 of the enamel      

2. RA2: radiolucency in the inner 1/2 of the enamel  

3. RA3: radiolucency limited to the outer 1/3 of dentin 

4. RB4: radiolucency reaching the middle 1/3 of dentin 

5. RC5: radiolucency reaching the inner 1/3 of dentin 

6. RC6: radiolucency into the pulp 

- 3 classes:  

1. RA: initial stage (RA1, RA2 and RA3) 

2. RB: moderate stage (RB4)   
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3. RC: extensive stage (RC5 and RC6) 

After the drawing and labeling were complete, all bitewing radiographs were exported 

into eXtensible Markup Language (XML) image files and used as dataset for testing 

YOLOv8 performance. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.  

An example of annotation using the LabelImg program. The numbers represent the 

level of carious lesion. The number 2, 3, and 5 indicate RA2 (radiolucency in the inner 1/2 of 

the enamel), RA3 (radiolucency limited to the outer 1/3 of dentin), and RC5 (radiolucency 

reaching the inner 1/3 of dentin), respectively. 

 

Model training and validation 

The training process for YOLOv8 was conducted using 100 labeled bitewing 

radiographs with input of 1,280x1,280-pixel image. After the training process, the 

performance of the model was validated using 4-fold validation which served as a crucial step 

in assessing the model's robustness and accuracy. 

Performance evaluation 

Terms that are used in the field of object detection algorithm including: “Ground truth 

boxes” are defined as hand-labeled boxes by experts that contain caries lesion in the picture. 

“Predicted boxes” are labeled boxes by the model which were predicted to contain caries 

lesion. “Intersection over union (IoU)” is the area overlap ratio between the ground truth box 

and the predicted box. Maximum of the IoU ratio is 1, which signifies a high degree of 

confidence in the extent of overlap between a ground truth box and a predicted box, 

effectively reaching 100%.6 In this study, performance metric at IoU configured to the 

threshold at 50% (IoU50) and 75% (IoU75) were investigated. “True Positive (TP)” was 

considered as a correct detection when IoU≥threshold. On the other hand, “False Positive 

(FP)” was considered as an incorrect detection when IoU<threshold. “False Negative (FN)” 

was indicated as an undetected ground-truth bounding box. However, the concept of “True 

Negative (TN)” is not applicable in object detection tasks because there are many possible 

bounding boxes that should not be detected within an image. The appropriate evaluation 

metrics for the object detection task commonly include precision, recall, F1-score, average 

precision, and mean average precision.11 

3 2 

5 5 

3 
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Precision or Positive Predictive Value (PPV) is a proportion of correct positive 

predictions from total positive predictions. The formula for calculation is: 

Precision =                  True Positives 

        True Positives + False Positives 

Recall or Sensitivity refers to the ability of the model to correctly detect lesions from 

total lesions. This value is calculated as: 

Sensitivity =                True Positives 

                                                   True Positives + False Negatives 

F1-score represents a balanced combination of precision and recall, resulting in a 

metric that falls within the range of 0 to 1, with a score of 1 indicating the highest level of 

accuracy. The computed formula is: 

F1-score = 2 x Precision x Recall 

                             Precision + Recall 

Average precision (AP) represents the area under the Precision-Recall (PR) curve 

after interpolation. The AP range is calculated individually for each class. Modified AP 

calculation reported by Panyarak et al. is as follow:6 

AP = ∑r∈{0,0.1,0.2,…,1}Pinterp(r) 

According to this formula, Pinterp(r) is the highest precision value at each recall level from 

interpolated PR curve, r represents recall and p(ṙ) represents precision at recall level ṙ. This 

value can be calculated as:  

Pinterp(r) = Maxp(ṙ) 

                            ṙ≥r 

Mean average precision (mAP) is the average of AP values from all classes divided 

by sum of the numbers in each object category (N). The formula is as follow:6  

   mAP = ∑i=1APi 

          N 

From this formula, APi is interpolated AP of object category.  

  

Results and Discussion:  

The major findings from this study indicated that YOLOv8 yielded a promising 

efficacy in caries detection on bitewing radiographs in primary teeth. The YOLO model was 

selected for caries detection in this study due to its excellent performance and status as the 

fastest object detection model in previous tests.6,10-11 This model is one of deep learning 

algorithms which can do single-step detection, location detection, and object classification at 

the same time. Nowadays, YOLO is increasingly being used in dentistry, notably for 

proximal caries identification, and it performs effectively.6,9,11 However, there is currently a 

lack of research on the bitewing of primary teeth, and its performance in early caries 

detection and diagnosis remains inconclusive. 

Prevalence of diseases or lesions impacts the precision value of tests. As the 

prevalence increases, the precision also increases. Therefore, when the population exhibits a 

high prevalence of caries, precision tends to increase while recall remains unaffected. 

Consequently, it is essential to comprehensively consider caries prevalence of the population 

in this study which is presented in Table 1. Examples of bitewing radiographs showing 

YOLOv8 caries predictions classified into three classes and six classes according to the 

ICCMSTM scoring system are presented in Figure 2. A good object detector should detect all 

ground-truth objects (FN=0, high recall) while identifying only relevant items (FP=0, high 

precision).12 As a result, the F-1 score of a good object detection model, which shows the 

harmony between precision and recall, should be high. The YOLOv8's performance on caries 

detection from validation results (k0-4) at IoU50 and IoU75 was summarized in Table 2. 
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Table 1. 

The number of caries lesions classified according to  

the International Caries Classification and Management System (ICCMS™)  

into three and six classes was used for the training and validation datasets. 

ICCMSTM Classification 
Number of lesions  

for training and validation 

       3-class classification 

RAa  261 

RBb  57 

RCc  90 

       6-class classification 

RA1 42 

RA2 99 

RA3 120 

RB4 57 

RC5 41 

RC6 49 
aInitial stage (including RA1, RA2 and RA3) 
bModerate stage (including RB4) 
cExtensive stage (including RC5 and RC6) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. 

Examples of bitewing radiographs showing caries predictions  

a. b. 

c. d. 
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classified into three classes (a, b) and six classes (c, d). 

 

Table 2. 

The performance of YOLOv8 on caries detection from the validation process.  

 

Classification Precision Recall F1-score APIoU50 APIoU75 mAPIoU50 mAPIoU75 

3-class ICCMSTM 

RAa 0.47 0.26 0.33 0.29 0.05   

RBb 0.57 0.30 0.37 0.38 0.17   

RCc 0.67 0.65 0.64 0.67 0.16   

All classes 0.57 0.41 0.45   0.45 0.13 

6-class ICCMSTM 

RA1 0.28 0.08 0.12 0.11 0.01   

RA2 0.39 0.38 0.36 0.25 0.05   

RA3 0.59 0.36 0.40 0.37 0.09   

RB4 0.61 0.20 0.29 0.30 0.12   

RC5 0.54 0.58 0.56 0.55 0.42   

RC6 0.67 0.69 0.65 0.68 0.34   

All classes 0.51   0.38 0.40   0.38 0.17 
AP, average precision; IoU50, intersection over union configured to the threshold at 50%; IoU75, intersection 

over union configured to the threshold at 75%; mAP, mean average precision; ICCMSTM, the International 

Caries Classification and Management System 
aInitial stage (including RA1, RA2 and RA3) 
bModerate stage (including RB4) 
cExtensive stage (including RC5 and RC6) 

 

In the performance of YOLOv8 for 6-class detection and classification, the precision 

for class RA1 was quite low at 0.28. In addition, the recall was very low at 0.08, resulting in a 

low F1-score. This outcome was consistent with the precision observed in the 3-class 

detection and classification for class RA (initial stage). The YOLOv8 model may generate a 

high number of false negatives or fail to detect lesions because initial lesions are difficult to 

distinguish, and the amount of film used for training may have been insufficient.  

 Average precision is a suitable evaluation metric for multiclass comparisons as it 

measures the agreement between the testing dataset and the ground truth dataset.13 In this 

study, YOLOv8 demonstrated lower average precision in detecting initial caries, with a value 

of 0.29 for RA, compared to 0.67 for RC (extensive caries). These findings are consistent 

with those reported by Panyarak et al. for YOLOv3, which showed average precision values 

of 0.57 for RA and 0.67 for RC at IoU50.6 Additionally, their investigation of YOLOv7 

performance revealed that the average precision for RA1 from the validation test was lower 

than that for RC6, with values of 0.34 and 0.64, respectively.10 Although the performance of 

YOLOv8 in detecting initial caries was inferior to that of YOLOv3 and YOLOv7, it 

demonstrated comparable capabilities in detecting deeper-stage caries. This discrepancy may 

be attributed to several factors, including the limited number of training datasets, the 

510



 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

difficulty in distinguishing initial lesions from sound tooth structures, and distinctions of 

anatomy and mineral content between primary and permanent teeth. These results suggest 

that increasing the size of the training datasets could enhance the performance of YOLOv8 in 

diagnosing caries in primary teeth. 

 The mAP results indicate that YOLOv8 performed better in 3-class than in 6-class 

detection and classification. This finding is consistent with other research on YOLO's 

performance in caries detection, which has shown that classification complexity affects 

performance.6 The less complex the classification, the more effective YOLO tends to be. Our 

study revealed that mAP at IoU75 is lower than at IoU50 in both classifications, this result 

aligns with Panyarak et al.'s investigations of YOLOv3 and YOLOv7.6,10 However, 

increasing the IoU threshold means that the predicted box is closer to the ground truth box, 

indicating greater accuracy for the dentist. A more precise box corresponds to a more 

accurate model. Therefore, enhancing model performance at higher IoU thresholds is 

recommended to improve its effectiveness. 

Research conducted by Bayraktar and Ayan in 2022 revealed that YOLOv3 achieved 

a PPV of 86.58%, exceeding the performance of YOLOv8 in our study.11 This disparity could 

be attributed to the differing tasks assigned to YOLO, which may influence the outcomes. 

While their study focused only on caries detection without classifying caries depth, our 

research utilized the ICCMSTM for caries classification which is much more difficult. In the 

same year, an evaluation of YOLOv3 for caries detection using the ICCMSTM reported a 

higher mAP than our study (0.41 versus 0.38).6 This discrepancy may be attributed to 

differences in the training dataset sizes between the studies; while they used 2,575 bitewing 

films to train YOLOv3, we used only 100 bitewing films for YOLOv8.6 In 2024, Ayhan et al. 

evaluated the performance of YOLOv7 and found that the recall, precision, and F1-score 

values for caries detection were 0.83, 0.87, and 0.82, respectively.14 YOLOv7 outperformed 

our results, where YOLOv8 achieved recall, precision, and F1-score values of 0.38, 0.51, and 

0.40, respectively. This superior performance may be associated with the larger training 

dataset for YOLOv7 (1,170 bitewing films) and the relatively uncomplicated task assigned to 

the model (annotating tooth numbers and decay together without identifying the caries 

level).14 These findings are consistent with another study that assessed the mAP of YOLOv7 

at IoU50 after training with 2,400 bitewing films,10 revealing that YOLOv7 outperformed 

YOLOv8 in our study with an mAP of 0.56 versus 0.83. These studies emphasize the critical 

roles that the complexity of caries classification and the quantity of training data play in 

determining the performance of YOLO models. 

 The quality and quantity of training data are essential for the successful performance 

of deep learning models, particularly in detecting caries in primary teeth. This task is 

challenging due to the complex anatomy and low mineral content of the tooth structure, 

which makes it difficult to differentiate between caries and healthy tooth tissue. A limitation 

of this study is the small size of the training dataset. Therefore, using larger and more diverse 

datasets could enhance the efficacy of model. In addition, modifying the training method to 

determine the optimal threshold for caries detection may further increase the accuracy of 

models. For a better deep learning process, the algorithm's training procedure may involve 

learning dental anatomy prior to testing on the task of caries detection. However, these 

approaches have drawbacks because they need time-consuming annotation to accurately label 

a large number of caries lesions.10  

 

Conclusion:  
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The validation results of YOLOv8 demonstrated promising efficacy in the detection 

and classification of moderate to advanced caries lesions on bitewing radiographs in primary 

teeth. However, its performance in detecting initial caries lesions remains limited. Enhancing 

the dataset size and refining the algorithm's training approach could improve YOLOv8's 

efficacy in detecting and classifying carious lesions at all stages. 
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New delay-dependent uniform stability analysis for the conformable fractional
system with delay and nonlinear perturbations
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land
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Abstract
This work explores the application of the Lyapunov-Razumikhin theorem to the analysis of con-
formable fractional system with delay and nonlinear perturbations. Specifically, it focuses on elu-
cidating the concepts of Razumikhin-type uniform stability for this system. New delay-dependent
uniform stability criterion is derived as a linear matrix inequality (LMI) for the system by using a
common Lyapunov functional and some inequalities. Moreover, an application of our theorem is
presented via a numerical example.

Introduction
Fractional differential systems have been widely investigated due to their applications in

science and engineering, including solving nonlinear equations, associative memory, data analysis,
optimization, and intelligent control [3, 2, 5, 4, 9, 8, 1, 10]. The advantages of fractional-order
calculus are that it can increase the flexibility of a system with infinite memory and genetic char-
acteristics. There have been studies and developments in the theoretic aspects such as asymptotic
behavior, periodicity, controllability, etc. This paper aims to construct Razumikhin type uniform
stability and a theorem for the conformable fractional system with delay. Moreover, a numerical
example is given to show that our theorem can be applied uncomplicated.

In [11], R. Khalil et al. introduced the concept of the conformable fractional derivative.
Over the recent years, numerous scholars have explored various definitions and properties associ-
ated with conformable fractional derivatives, distinct from the Caputo, Grunwald-Letnikov, and
Riemann-Liouville fractional derivatives. It is worth noting that these alternative definitions have
garnered attention due to their departure from conventional norms, as they do not adhere to the
established rules governing fractional derivatives,

T α
t0 µ(t)v(t) = µ(t)T α

t0 v(t)+ v(t)T α
t0 µ(t),

T αt0
µ(t)
v(t)

=
v(t)T α

t0 µ(t)−µ(t)T α
t0 v(t)

v(t)2 ,

where

T α
t0 = lim

ζ→0

µ(t +ζ (t − t0)1−α)−µ(t)
ζ

,

for all t > t0 and α ∈ (0,1].
This proposal aims to develop a Razumikhin-type framework for establishing a uniform

stability theorem tailored to conformable fractional system incorporating delay and nonlinear per-
turbations. Furthermore, we present a practical numerical example to illustrate the straightforward
applicability of our theorem in real-world scenarios.
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Methodology:
In this section, we approach some preliminary definitions and necessary lemmas.
Definition 1. [7] For a function µ : [t0,∞)→ R, the conformable fractional derivative of µ of order
α is defined by

T α
t0 µ(t) = lim

ς→0

µ(t + ς(t − t0)1−α)−µ(t)
ς

, (1)

for all t > t0 and α ∈ (0,1]. This is the first definition.
If the conformable fractional derivative of µ(t) of order α exists on (t0,∞), then the function

µ(t) is said to be α-differentiable on the interval (t0,∞).

Definition 2. [7] Given the function µ : [t0,∞]→R, the conformable fractional integral starting form
t0 of µ of order α, where 0 < α ≤ 1 is defined by

Iα
t0 µ(t) =

∫ t

t0
(s− t0)α−1µ(s)ds. (2)

Lemma 1. [7] Given α ∈ (0,1) and a continuous function µ : [t0,∞)→ R, we have

T α
t0 (I

α
t0 µ(t)) = µ(t), (3)

for all t > t0.

Lemma 2. [7] Given a α-differentiable function µ : [t0,∞)→ R with α ∈ (0,1], we have

Iα
t0 (T

α
t0 µ(t)) = µ(t)−µ(t0), (4)

for all t > t0.
Lemma 3. [7] Given a symmetric positive definite matrix P and a α-diffeerrentiable function µ :
[t0,α)→ R with α ∈ (0,1]. Then T α

t0 µT (t)Pµ(t) exists on [t0,∞) and

T α
t0 µT (t)Pµ(t) = 2µT (t)PT α

t0 µ(t), (5)

for all t > t0.
Consider the conformable fractional system with delay and nonlinear perturbation,

T α
t0 µ(t) = g(t,µ(t −h)), t ≥ t0, (6)

where 0 < α ≤ 1,µ(t) ∈ Rn is the state vector, and g : R×C([−h,0],Rn)→ Rn. For each solution µ
(t) of (6), we assume the initial condition

µ(t0 + s) = σ(s), s ∈ [−h,0], (7)

where σ ∈C([−h,0],Rn).
Lemma 4. [6] Suppose that k1,k2,k3: R+ → R+ are continuous non decreasing functions, k1(s)
and k2(s) are positive for s > 0,k1(0) = k2(0) = 0, and k2 is strictly increasing. If there exists a
differentiable functional V : R×Rn → R+ such that

k1(||µ||)≤ v(t,µ)≤ k2(||µ||), (8)

for t ∈ R,µ ∈ Rn, and for any given t0 ∈ R the conformable fractional derivative of V along the
solution µ(t) of conformable system (6) satisfies.

T α
t0 V (t,µ(t))≤−k3(||µ(t)||), (9)

whenever V (t+θ ,µ(t+θ))≤V (t,µ(t)), for all θ ∈ [−h,0], then conformable system (6) is uniformly
stable.
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3
Consider the conformable fractional linear system with delay and nonlinear perturbation

T α
t0 x(t) = Ax(t)+Bx(t −h)+ f (t,x(t))+g(t,x(t −h)), t ≥ t0, (10)

where 0 < α ≤ 1 , x(t) ∈ Rn is state vector, A,B are know real constant matrices and h is a positive
real constant. For each solution x(t) of (10), we assume the initial condition

x(t) = ϕ(t), t ∈ [−h,0].

where ϕ ∈ C([−h,0];Rn). The uncertainties f (•), g(•) represent the nonlinear parameter
perturbation with respect to the state x(t) and x(t −h) are bounded in magnitude of the form

f T (t,x(t)) f (t,x(t)) ≤ ε2xT (t)x(t), (11)
gT (t,x(t −h))g(t,x(t −h)) ≤ δ 2xT (t −h)x(t −h), (12)

where ε and δ are given constant.

Results and Discussion:
Theorem 1. Given the positive scalars α,ε,δ and h, system (10) is uniformly stable if there exist
a symmetric positive definite matrix K and the positive scalars β1 and β2 such that the following
symmetric linear matrix inequality hold:

J KB K
∗ β2δ 2I −hαK 0 0
∗ ∗ −β1I 0
∗ ∗ ∗ −β2I

< 0, (13)

where J = KA+AT K +β1ε2I +hαK.
Proof. Let K be a symmetric positive definite matrix. Consider the Lyapunov-Razumikhin func-
tional of the form

V (t) = xT (t)Kx(t).

Taking the conformable fractional derivative of V (t) along the trajectory of system (10), we have
T α

t0 V (t) = xT (t)KT α
t0 x(t),

= 2xT (t)K[Ax(t)+Bx(t −h)+ f (t,x(t))

+g(t,x(t −h))]. (14)
Form (11)-(12), we obtain

0 ≤ β1ε2xT (t)x(t)−β1 f T (t,x(t)) f (t,x(t)), (15)
0 ≤ β2δ 2xT (t −h)x(t −h)−β2gT (x,(t −h))g(x,(t −h)), (16)

for β1,β2 > 0. Form V (t +θ ,x(t +θ))≤V (t,x(t)), for all θ ∈ [−h,0], we obtain
0 ≤ hαxT (t)Kx(t)−hαxT (t −h)Kx(t −h), (17)

for α,h > 0. According to (14)-(17), it is straightforward to see that

T α
t0 V (t)≤ ξ T (t)


J KB K K
∗ β2δ 2I −hαK 0 0
∗ ∗ −β1I 0
∗ ∗ ∗ −β2I

ξ (t), (18)

J = KA+AT K +β1ε2I +hαK,
where ξ (t) = col{xT (t),xT (t −h), f T (t,x(t)),gT (t,x(t −h))}.
If condition (13) holds, then system (10) is uniformly stable.
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Numerical Example:
In this section, a numerical example is given in order to present the effectiveness
of our main result by showing the maximum upper bound of the parameter δ .

Example 1. Consider the conformable fractional linear system with delay

T α
t0 x(t) = Ax(t)+Bx(t −h)+ f (t,x(t))+g(t,x(t −h)). (19)

Solving LMI (13) with A =

[
−2 0
0 −0.9

]
, B =

[
−0.1 0
−0.1 −0.1

]
, h = 0.3,α = 0.8,

and ε = 0.1, we obtain the parameters β1 = 46.7206,β2 = 12.1075,

and K =

[
19.7711 1.0874
1.0874 10.4502

]
, which guarantee uniform stability of system (19)

when δ = 0.22.

The permissible upper bounds δ for various h,α and ε = 0.1 are show δ in Table 1.

Table 1: The least upper bounds of δ for different h and α when ε = 0.1.
Theorem 1 h = 0.2 h = 0.4 h = 0.6
α = 0.6 0.0931 0.4105 0.4746
α = 0.8 0.2627 0.4636 0.4764
α = 1.0 0.3556 0.4793 0.4799

From system (19), we let A =

[
−2 0
0 −0.9

]
, B =

[
−0.1 0
−0.1 −0.1

]
, h = 0.5,α = 0.95,

f (xi(t)) = 0.1(|xi(t) + 1| − |xi(t)− 1|), g(xi(t − h)) = 0.1(|xi(t − h) + 1| − |xi(t − h)− 1|), i = 1,2, and
ϕ(t) =

[
2 −4

]T
, ∀t ∈ [−0.5,0]. Figure 1. shoes the trajectories of solution x(t) of example 1

Figure 1: The trajectories of solution x(t) of example 1.
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Conclusion
In this work, the authors introduce a novel approach to investigate the uniform stability of a
conformable fractional linear system with a delay and nonlinear perturbation. We employ the
Lyapunov-Razumikhin theorem along with specific inequalities and a Lyapunov-Razumikhin func-
tional in their analysis. The proposed method yields a new delay-dependent uniform stability
criterion for a considered system. To support their findings, the authors provide a numerical ex-
ample illustrating the advantages and practicality of their approach.
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Abstract:  

In this paper, we propose and analyze a novel technique for solving absolute value 

equations.  This method employs a two-step approach, utilizing a generalized Newton 

technique as the predictor and a modified fixed-point method as the corrector. Convergence 

results are obtained under mild assumptions. We demonstrate the convergence of the proposed 

method and provide numerical experiments to illustrate the method's efficiency and high 

accuracy. 

 

Introduction:  

Consider the system of absolute value equation (AVE) represented by: 

 0Ax x b− − =   (1)  

where , ,n n nA b  and x  denotes the vector of absolute values of each component of 

x . A more general version of this system (GAVE) is: 

 0Ax Q x b− − =    (2) 

where ,n nQ   this generalized form was initial introduced by Rohn1 in 2004 and has since 

been extensively studied by various researchers. The importance of the absolute value equation 

(1) lies in its ability to reduce complex problems, such as linear programs, quadratic programs, 

bimatrix games and many other applications to a linear complementarity problem (LCP2).  

Mangasarian and Meyer3 (2006) illustrated that the general NP-hard LCP, introduced by Cottle 

and Dantzig 2 in 1968 and others, includes many mathematical programming problems, among 

which AVE are more straightforward. Furthermore, Mangasarian3,4 demonstrated the 

equivalence between AVE (1) and LCP, spurring significant interest in the study of AVE.   

In recent years, numerous numerical techniques have been developed to address 

absolute value equations (AVE). Haghani 5 proposed and analyzed the convergence properties 

of the generalized Traub’s approach. Prokopyev6 examined the unique solvability of AVEs and 

their connection with linear complementarity problems (LCPs). Li7 employed the Accelerated 

Over-Relaxation (AOR) method for solving AVEs. Abdallah et al8 solved AVEs using 

complementarity functions. Fakharzadeh and Sham9 introduced a mixed-type splitting 

technique for solving AVEs, while Ali et al.10 developed a fixed-point iteration method. Ke 

and Ma11 suggested an SOR-like method, and Feng and Liu12 proposed a two-step iterative 

method along with an improved generalized Newton method. Additionally, the matrix 

multisplitting method for solving AVEs was discussed by Dehghan and Shirilord13. Khan et 

al.15established two-step technique with the generalized Newton technique as predictor step 

and corrector step is the Simpson’s method, along with several other approaches [16-24]. These 

advancements underscore the significant interest and progress in developing efficient methods 

for solving absolute value equations. 

In this paper, we introduce a new two-step iterative method for solving AVE (1). This 

method is inspired by the Newton technique proposed by Khan et al15 and the fixed-point 
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iteration method introduced by Mann20. Therefore, we refer to this new approach as the Newton 

Technique Fixed-Point Iteration (NTFPI) method. Our method utilizes the well-established 

Newton method as a predictor step, followed by a modified fixed-point method as a corrector 

step. This novel iterative technique is both straightforward and exhibits rapid convergence to 

the solution of AVE (1). Comparative analysis with existing methods demonstrates the 

advantages of the proposed NTFPI method. Furthermore, we present several numerical 

examples to illustrate its effectiveness. 

Methodology:  

Preliminary 

Let us consider the following:  

 ( )f x Ax x b= − − . (3) 

The generalized Jacobian of f  at x  is given by 

 ( ) ( ) ( ) ,f x f x A H x =  = −  

where ( ) ( ( ))H x diag sign x x= =    is a diagonal matrix and ( )H x x x= .  

To solve the AVE (1), we can apply the Newton technique (NT) introduced by Khan et al.15 

which is expressed as: 

 

( ) ( ) ( ) 1

1
( ) ( )

( 1) ( ) ( ) ( )

( ( )) ,

6 ( ) 4 ( ) ( ), 0,1,2,....
2

k k k

k k
k k k k k

t x A H x b

x t
x x f x f f t f x k

−

−

+

= − −

  +
  = − + + =   

  

 (4) 

Another approach is the modified fixed-point iteration (MFPI) method proposed by Yu, D., 

Chen, C., & Han, D23.  This method begins by reformulating the AVE (1) as a two-by-two 

block nonlinear equation  

 
0

Ax Qy b

Qy x
, (5) 

where n nQ   is invertible.  If Q I , then (5) is equivalent to AVE (1). When A  and Q  is 

nonsingular, the MFPI iteration formula is 

 
( ) ( ) ( )

( 1) 1 ( )

1 11

( ),

(1 ) ,

k k

k k k

x A Qy b

y y Q x 

+ −

+ +−

= +

= − +
 (6) 

where 0  is a parameter. Note that the inverse of Q  is involved at each step of the MFPI 

method, which increases the computational cost of each iteration, especially if Q  is dense or 

ill-conditioned. One strategy for choosing Q  is let it be a diagonal matrix, particularly a scalar 

matrix. For instance, in numerical example provided by Yu et al.23, Q  is set to be (1 / )Q q I  

with 100 0lq q  and I is the identity matrix ordern . 

It has been demonstrated that both sequences 
( ){ }kx  generated by Equations (4) and (6) 

converge to the exact solution of AVE (1) when 10 1A . 
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Propose method  

In 1953 Mann20 presented a fixed point iteration for solving nonlinear equation in real 

space , which inspired the development of our method. We extend this idea to the corrector 

step. The iterative method is defined as follows: 

 
( )

1
( ) ( ) ( ) ( )

( 1) ( ) 1 ( ) 1

( ) ( )

(1 ) ( ( )) , 0,1,2,...

k k k k

k k k

k k

y x A H x f x

x y A y A b k 

−

+ − −

= − −

= − + + =
 (7) 

where the iteration parameter k  lies in the interval (0,1) . 
Note that in iterative formula (7), the proposed method uses the NT technique by Khan et al.15 

as the predictor step, while the fixed-point technique is utilized as the corrector step. The 

following algorithm outlines the proposed technique: 

 

Algorithm for NTFPI technique 

Step 1: Choose an initial vector 
( )0 nx R , 0k = and set k within the interval (0,1) . 

Step 2: Compute  ( )
1

( ) ( ) ( ) ( )( ) ( ).k k k ky x A H x f x
−

= − −  

Step 3: Using ( )ky  , compute  
( 1) ( ) 1 ( ) 1(1 ) ( ( ))k k k

k kx y A y A b + − −= − + + . 

Step 4: If the stopping criterion 

( ) ( )k kAx x b
RES

b


− −
=   is met, then terminated 

otherwise update 1k k= +  and return to step 2. 

 

Numerical examples  

To demonstrate the effectiveness of the proposed method, we present three numerical 

examples.  All experiments were conducted using SCILAB. In the comparisons, NT, MFPI and 

NTFPI represent the Newton technique (4), the modified fixed-point iteration method (6) and 

our proposed method, respectively. Let IT, RES and T denote the iteration steps, the residual 

error and the CPU time in seconds, respectively. The residual error is defined as: 

Ax x b
RES

b

− −
= . 

In all tests, the initial vector was set to zero and the process was terminated if the current 

iteration met the convergence criteria 610RES −  or if the maximum number of iteration  

max_ 1000k  was exceeded. 

 

Example 1 ([15]): Consider a matrix A   whose singular values are all greater than 1. We 

generate a random instance of such a matrix as follows:  
T

nA R R nI= +   

where ( , )R rand n n=  is a random matrix with dimension n  by n  and *( )nb A I x= − with 
*  (1,1,1,...  ,1) nTx = . Set the parameters as shown in Table 1. We note that the exact solution 

is (1,1,1,...  , )  1 T n . The numerical results are shown in Table 3. 
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Table 1. Parameters for solving the AVE given in Example 1 

 

Parameters  n  

40 60 80 100 

lq  0.025 0.017 0.013 0.01 

  1.12  1.12 1.12 1.12 

k  at iteration k  
9

1
(1 )k+

 9
1

(1 )k+
 9

1
(1 )k+

 9
1

(1 )k+
 

 

Example 2 ([23]): Consider the AVE (1) with the matrix A  given by 

 ( )2
ˆ       0

m
A A µI µ= +   with ( )

2 2
ˆ   ,  ,     m m

m m mA Tridiag I S I = − −   

( )  1,  4,  1   m m
mS tridiag = − −  , and 

2

(1,1,1,..  .,  1) T mb =  , 

where  m m
mI   is the identity matrix, and set the parameters as shown in Table 2. The 

numerical results are illustrated in Table 4. 

  

Table 2. Parameters for solving the AVE given in Example 2 

 
  Parameters m  

40 60 80 100 

2.4  lq  0.2574 0.2578 0.2580 0.2581 

  1.24  1.24  1.25  1.25 

k  at iteration k  
9

1
(1 )k+

 9
1

(1 )k+
 9

1
(1 )k+

 9
1

(1 )k+
 

4  lq  0.1258 0.1259 0.1259 0.1260 

  1.13 1.13 1.13 1.13 

k  at iteration k  
9

1
(1 )k+

 9
1

(1 )k+
 9

1
(1 )k+

 9
1

(1 )k+
 

 
It is important to note that NT and MFPI methods converge to the unique solution of the AVE 

(1) when 1   1A−  , which is a sufficient condition for the AVE (1) to have a unique solution 

(see Proposition 1.123). However, the MFPI method still converges for some examples with 
1   1A−  . This observation motivated us to experiment with our proposed method with the 

same example illustrated by Yu et al.23.   

 

Example 3 ([23]): Consider the matrix A  given by  

1 3
,

0.01 1
A

 
=  

− 
 

And assume the following parameters ,Q I b Ax x = = − with 

( )
9

1
1, 1 , , 0.9

(1 )

T

kx
k

  = − = =
+

and 
( ) ( ) ( )0 0

0,0
T

x y= = . Under these conditions, the 

numerical results are illustrated in Table 5. 
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Table 3. The comparison of NT, MFPI and NTFPI in Example 1  

 

 n  NT MFPI NTFPI 

IT RES T IT RES T IT RES T 

40 2 6.590D-16 0.001061 6 0.0000002 0.0005491 2 4.711D-16 0.0006308 

60 2 1.297D-15 0.001224 6 0.0000002 0.0007883 2 1.236D-15 0.0013531 

80 2 2.538D-15 0.002804 6 0.0000002 0.0021498 2 9.970D-16 0.0014559 

100 2 3.683D-15 0.005781 6 0.0000002 0.0033967 2 1.808D-15 0.0018003 

 

 
Figure 1.  Comparison residual error of NTFPI with NT and MFPI for Example 1 

 

Table 4. The comparison of NT, MFPI and NTFPI in Example 2 

 


 Method  40 60 80 100 

2.4 NT IT 2 2 2 2 

RES 4.391D-16 4.678D-16 1.446D-15 1.506D-15 

T 0.881144 17.435459 82.162508 295.71435 

MFPI IT 9 9 9 9 

RES 0.0000007 0.0000006 0.0000005 0.0000005 

T 0.09375 0.1875 1.078125 14.90625 

NTFPI IT 2 2 2 2 

RES 4.073D-16 4.341D-16 5.746D-16 5.504D-16 

T 0.3756533 8.7747658 40.160259 138.16518 

4 NT IT 2 2 2 2 

RES 2.320D-16 2.412D-16 3.862D-16 4.259D-16 

T 0.921875 17.640625 137.32812 604.39062 

MFPI IT 6 6 6 6 

RES 0.0000003 0.0000002 0.0000002 0.0000002 

T 0.046875 0.28125 0.796875 6.71875 

NTFPI IT 2 2 2 2 

RES 2.318D-16 2.392D-16 2.414D-16 2.467D-16 

T 0.328125 7.984375 88.109375 480.3125 
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Figure 2. Comparison residual error of NTFPI with NT and MFPI for Example 2 

 

Table 5. The comparison of NT, MFPI and NTFPI in Example 3  

 

n  NT MFPI NTFPI 

IT RES T IT RES T IT RES T 

2 2 0 0.0002996 1015 9.982D-09 0.0137 2 0 0.0003793 

 

From Tables 3 and 4, it is evident that all tested methods can efficiently compute the solution 

of AVE (1).  However, the NTFPI method outperforms the MFPI method in both computing 

time and the number of iterations, although it shows only slight differences when compared to 

the NT method. Additionally, as shown in Table 5, the MFPI method requires 1015 iteration 

steps to converge, while both the NT and NTFPI methods converge within just 2 iterations 

based on the stopping criterion ( ) ( ) 810 .
k k

Ax x b −− −   

To compare the speed of convergence, we present the convergence curves for the three 

algorithms to solve Examples 1 and 2, as shown in Figure 1. and Figure 2. The curves indicate 

that the convergence rates of the NTFPI and NT methods are quite similar. However, the NTFP 

method converges slightly faster than the NT method and achieves higher precision in residual 

error with slightly less computational time. Furthermore, the number of functional evaluations 

required at each step of NTFPI method is lower than that of NT method.  

Overall, these findings suggest that the proposed NTFPI method can rapidly compute 

the solution of the AVE (1) under certain conditions, making it highly effective for solving 

large-scale problems. Moreover, the NTFPI method still converges for some cases where 
1   1A−  , indicating its robustness. We conclude that the proposed NTFPI method is both 

feasible and effective for solving AVEs. Nevertheless, it is important to note that the theoretical 

conditions necessary to guarantee the convergence of the NTFPI method, particularly when 
1 1A−  , require further investigation. 

 

Conclusion:  

In this paper, we propose a new iterative method for solving the AVE (1). The 

effectiveness of the proposed method is demonstrated numerically through three examples. Our 

results show that the NTFPI method converges more quickly than the MFPI method when 

comparing the number of iterations. Although the number of iterations required for the NTFPI 

method is the same as for the NT method, the NTFPI method performs fewer functional 
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evaluations per iteration compared to the NT method. Future research will focus on a 

theoretical analysis to establish the convergence of this new method. Additionally, the method 

may be extended to solve the generalized GAVE (2). 
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Abstract:  

Let G be a simple connected graph. An odd graceful labeling of a graph is an assignment of 

distinct odd integers to the vertices of a graph such that, when edges are labeled by the absolute 

difference between the labels of their endpoints, the resulting edge labels are distinct 

consecutive odd integers. In this paper, we explore some results on the odd graceful labeling 

of the new graph obtained by the duplication a vertex of a path graph by a new vertex. 

   

Introduction:  

Let G  be a simple graph with a vertex set ( )V G  and edge set ( )E G . Let | ( ) |q E G=  be the 

number of the edges of G . The endpoints of an edge is a set of two vertices connects to each 

edge. The vertices are in the endpoint of each edge are called incident with the edge. The 

vertices which are incident with a common edge are adjacent. A simple graph G is a graph 

with each edge in ( )E G  connects two distinct vertices in ( )V G  The Neighbourhood of a 

vertex v in a graph G  is the set of all vertices which are adjacent to v. The set of the 

neighbourhood of a vertex v is denoted by N(v). For more detail, the reader can see in, Gross 

and Yellen3. A labeling of a graph G  is a function f such that carries a set of graph elements 

into the set of integers. Gnanajothi2 introduced a labeling called an odd graceful graph. A graph 

G with q edges to be odd graceful if there is an injection f from V(G) to {0, 1, 2, . . ., 2q-1} such 

that, when each edge xy is assigned the label |f(x)- f(y)|.  

Definition 1 A function f is called an odd graceful labeling of a simple graph G with 

| ( ) |E G q=  edges if f :V(G ) {0,1,2,...,2q 1}→ −  is injective and the induced function 

*: ( ) {1,3,5,...,2 1}f E G q→ −  defined by 

*( ) | ( ) ( ) |f uv f u f v= −  

is bijective. A graph which has an odd graceful labeling is called an odd graceful graph. 

Seoud and Abdel-Aal4 determine all connected odd graceful graphs of order at most 6. 

In addition, they proved that if G is odd graceful, then G ∪ Km,n for all m, n ≥ 1, splitting of 

complete bipartite graph, Cartesian product of paths, symmetric product for paths with null 

graph, conjunction of paths and conjunction of paths with stars are odd graceful.  Abdel-Aal1 

proved that the m-shadow graphs for paths, complete bipartite graphs and symmetric product 

between paths and null graphs are odd graceful. Vaidya and Shah6 proved that the splitting 

graph and the shadow graph of bistar Bn,n admit odd graceful labeling.  

Definition 2 The duplication of a vertex v  of a graph G produces a new graph by adding a new 

vertex 'v  such that   

( ) ( ')N v N v=  
where ( )N v denotes the set of neighborhoods of a vertexv . 

The duplication of a vertex 1v  of a path 3P  by a new vertex 1'v   shown in Figure 1.  
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Figure 1. 

 

In this paper, we prove some results on the odd graceful labeling of the new graph 

obtained by the duplication a vertex of a path graph nP  by a new vertex. 

 

Methodology:  

1. Conduct a comprehensive study on odd graceful labeling. 

2. Investigate various graph operations. 

3. Determine the odd graceful labeling for the new graph created by duplicating a vertex in the 

path graph  𝑃𝑛 with a new vertex. The duplication of a vertex 1v  of a path nP  by a new vertex 

1'v  shown in Figure 2 and the duplication of a vertex 2v  of a path nP  by a new vertex 2'v  shown 

in Figure 3.   

  

      
Figure 2.  

 

 

 
Figure 3.  

 

 

4. Formulate new theorems related to odd graceful labeling. 

 

Results and Discussion:  

Theorem 1.  Let nP  be a path with 1 2 3( ) { , , ,..., }n nV P v v v v= . The graph obtained by duplicating 

a vertex 1v  in a path nP  is an odd graceful graph. 

Proof. Let nP  be a path with n vertex and let vi where 1 i n   be the successive vertices of 

the nP  such that iv is adjacent to 1iv + . Let G be the graph obtained by duplicating a vertex 1v  of 

nP  by a vertex 1v  . Hence | ( ) |E G q n= = , 1 2 3 1( ) { , , ,..., } { }nV G v v v v v =   and | ( ) | 1V G n= + .  

 

We define the vertex labeling : ( ) {0,1,2,...,2 1}f V G n→ −  as follows. 

1( ' ) 1.f v =  

If n is even 

( ) 2if v i= − ,   2,4,6,8,..., .i n=   
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 { ( ) 2,4,6,..., } {0,2,4,..., 2}.if v i n n= = −  

( ) 2if v n i= − ,   1,3,5,7,..., 1.i n= −  

{ ( ) 1,3,5,7,..., 1} {2 1,2 3,2 7,..., 2 ( 1) 1}.if v i n n n n n n n= − = − − − − − = +   

If n is odd 

 ( ) 2if v i= − ,   2,4,6,8,..., 1.i n= −   

{ ( ) 2,4,6,..., 1} {0,2,4,..., 3}if v i n n= − = − . 

( ) 2if v n i= − ,  1,3,5,7,...,i n= .  

{ ( ) 1,3,5,7,..., } {2 1,2 3,2 7,..., 2 }if v i n n n n n n n= = − − − − = . 

Clearly 𝑓 is an injective.  

From the vertex labeling f . Next, we consider the induced edge labeling function 
*: ( ) {1,3,5,...,2 1 2 1}f E G q n→ − = −  such that *( ) | ( ) ( ) |f uv f u f v= −  as follows. 

1 2*( ) 1.f v v =  

1 2*( ) 2 1.f v v n= −  

1*( ) 2 2 1i if v v n i+ = − − , 2,3,4,..., 1i n= − . 

1{ *( ) 2,3,4,..., 1} {2 3,2 5,2 7,...,3}i if v v i n n n n+ = − = − − − . 

Thus 

1 2 1 2 1{ *( ( )} { *( )} { *( )} { *( ) 2,3,4,..., 1}

{1,3,5,..., 2 3,2 1}.

i if E G f v v f v v f v v n

n n

+
=   −

= − −
 

It is obvious that *f  is a bijective. Then G  is the odd graceful graph.          

Figure 4 show the odd graceful graph G  with the odd graceful labeling in Theorem 

1 when 3,5,7n = . 

 

 

 

 

 

 

 

 

 

 
Figure 4. 

The odd graceful graph G  when 4,6,8n =  show in Figure 5. 
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Figure 5. 

 

Theorem 2.  Let nP  be a path with 1 2 3( ) { , , ,..., }n nV P v v v v= . The graph obtained by duplicating 

a vertex 2v  in a path nP  is an odd graceful graph. 

Proof. Let nP  be a path with n vertex and let vi where 1 i n   be the successive vertices of 

the nP  such that iv is adjacent to 1iv + . Let G be the graph obtained by duplicating a vertex 2v  

of nP  by a vertex 2v  . Hence | ( ) | 1E G q n= = + , 1 2 3 2( ) { , , ,..., } { }nV G v v v v v =   and 

| ( ) | 1.V G n= +   

 

We define the vertex labeling : ( ) {0,1,2,...,2( 1) 1}f V G n→ + −  as follows. 

2( ' ) 3.f v =  

If n is even 

( ) 2( 1) 1if v n i= + − + ,   2,4,6,...,i n= .  

 { ( ) 2,4,6,..., } {2( 1) 1,2( 1) 3,2( 1) 5,..., 3}if v i n n n n n= = + − + − + − + . 

( ) 1if v i= − ,   1,3,5,7,..., 1i n= − . 

{ ( ) 1,3,5,7,..., 1} {0,2,4,..., 2}if v i n n= − = − .  

If n is odd 

 ( ) 2( 1) 1if v n i= + − + ,   2,4,6,..., 1i n= − .  

{ ( ) 2,4,6,..., } {2( 1) 1,2( 1) 3,2( 1) 5,..., 4}if v i n n n n n= = + − + − + − + . 

( ) 1if v i= − ,  1,3,5,7,...,i n= .  

{ ( ) 1,3,5,7,..., 1} {0,2,4,..., 1}if v i n n= − = − . 

Clearly 𝑓 is an injective.  

From the vertex labeling f . Next, we consider the induced edge labeling function 
*: ( ) {1,3,5,...,2 1 2( 1) 1}f E G q n→ − = + −  such that *( ) | ( ) ( ) |f uv f u f v= −  as follows. 

1 2*( ' ) 3.f v v =  
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3 2*( ' ) 1.f v v =  
 

1*( ) 2( 1) 2 1i if v v n i+ = + − + , 1,2,3,4,..., 1i n= −  

1{ *( ) 1,2,3,4,..., 1} {2( 1) 1,2( 1) 3,2( 1) 5,...,5}i if v v i n n n n+ = − = + − + − + − . 

Thus 

1 2 3 2 1{ *( ( )} { *( )} { *( )} { *( ) 1,2,3,4,..., 1}

{1,3,5,..., 2( 1) 3,2( 1) 1}.

i if E G f v v f v v f v v n

n n

+
 =   −

= + − + −
 

It is obvious that *f  is a bijective. Then G  is the odd graceful graph.          

 

Figure 6 show the odd graceful graph G  with the odd graceful labeling in Theorem 

2 when 3,5,7n = . The odd graceful graph G  when 4,6,8n =  show in Figure 7. 

 

 

 
 

 
 

 
Figure 6. 
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Figure 7. 

 

Conclusion:  

Motivated by the recent work of an odd graceful labeling, we proved the new theorem of odd 

graceful labeling of the graph G obtained by duplication a vertex of a path graph nP  by a new 

vertex. 
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Abstract
This research investigates the profitability of gold trading strategies using both the traditional
Relative Vigor Index (Classical RVI formula) and a newly improved version (Adjusted RVI formula).
We utilized daily gold price data from January 1, 2021, to December 31, 2023, and subsequently
tested the performance of these strategies on data from January 1, 2024, to June 30, 2024. For the
Classical RVI formula, we determined the optimal value of N denotes the days used in the RVI,
which was found to be 16. Conversely, for the Adjusted RVI formula, we identified the top 5 optimal
sets of parameters. The parameters considered include N, the number of lookback days used in the
simple moving average formula; T , the number of lookback days used in the Denominator (DT)
and Numerator (NT) formulas; the Signal Line (SL); and w, the weight factor. Our experimental
results indicate that the Adjusted RVI formula, which has optimized the best parameters including
N = 4,T = 49, and w = 0.91, performs significantly better than the Classical RVI formula in terms of
profitability, achieving an increase of 96.66%. Specifically, the Adjusted RVI formula consistently
generated higher returns throughout the testing period, validating its effectiveness in producing
reliable and profitable trading signals in the gold market.These findings underscore the potential
benefits of using the Adjusted RVI formula over the Classical RVI formula, particularly for traders
and investors looking to enhance their strategies in the dynamic gold market.
Key words: Relative Vigor Index, Classical RVI formula, adjusted RVI formula, Gold price, trading
strategy, Optimal Parameters, Technical Analysis.

Introduction
As reported by the World Gold Council, the global gold market has become a subject of heightened
interest, and the price of gold is considerably above its historical norm. Gold stands out as an
exceptional asset, exhibiting features of both a commodity and a form of money [9]. It functions
as a reservoir of riches, a standard of worth, and a channel for trade. Also, Ciner [2] said that
gold is a highly marketable investment. Gold prices can serve as an indicator of the health of the
economy. In times of crisis and elevated risk aversion, many investors turn to gold, the ultimate
haven, to protect their capital.

Technical Analysis [7] refers to the study and analysis of price movements in financial mar-
kets using charts and various indicators. Examples of commonly used tools in technical analysis
include moving averages, the relative strength index (RSI), the moving average convergence diver-
gence (MACD), and the relative vigor index (RVI). Benefits of technical analysis include: predicting
future price trends: It helps forecast potential future movements of asset prices, providing valuable
information for making investment decisions. Identifying entry and exit points: It aids in determin-
ing optimal points for buying and selling to enhance profit opportunities. Understanding market
conditions: It offers insights into market conditions and investor behavior, which can be used to
develop appropriate investment strategies. This approach is based on the belief that historical data
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and price patterns reflect future price movements.
In various research studies, technical analysis tools such as RSI and MACD are commonly

used to analyze price movements and make investment decisions. However, RVI has not been
studied in depth.

Examples of studies that primarily focus on RSI and MACD include: Nithya et al. (2014) [8]
analyzed three stocks from the banking sector using MACD and RSI. they used a descriptive method
to study the price trend of three stocks using MACD and RSI charting techniques of technical
analysis. They also suggest that the investment is based on the risk appetite of the investor.
Jensen and Benington (1999) [5] researched technical analysis and found that past data is not a
reliable indicator of future price movements. Their study primarily used RSI and MACD. Allen
and Karjalainen (2011) [1] established that technical trading rules do not result in above-average
returns compared to a buy-and-hold strategy, considering transaction expenses. Their research
also included the use of RSI and MACD. Hardiyanti W. and Darnius O. (2021) [4] compared the
analytical results for gold futures from August 1, 2018, to July 31, 2019. They found that the
total profit for the year using the MACD signal indicator was 532.39 points per lot, while the total
annual profit using the RVI signal indicator was 1304.84 points per lot. This indicates that the
RVI is a highly effective tool in the gold market.

Despite the popularity of RSI and MACD, RVI which measures the strength of price move-
ments, has not been extensively studied in most research. Investigating RVI may provide additional
insights and enhance understanding of this technical indicator’s role in financial market analysis.

Studying RVI can help fill gaps in knowledge about technical indicators and diversify the
methods used for analyzing price movements. Research on RVI might reveal whether this indicator
provides more valuable information in specific markets or under certain conditions. Additionally,
examining RVI could lead to the development of more effective and reliable analytical tools for
investors.

Therefore, studying the RVI is both important and intriguing for expanding our under-
standing and enhancing technical analysis tools in financial markets.

The study examines the profitability of gold trading strategies utilizing the RVI. We an-
alyzed gold price data from January 1, 2021, to December 31, 2023. After defining the trading
strategy, we identified the optimal parameters for the RVI strategy in the gold exchange rate.
Additionally, we revised the RVI formula to make it more general by determining the appropriate
parameters for the modified formula to maximize profits in the gold market.

Methodology
In this section, we will discuss the data used in the research and the scope of the indicators
employed as guidelines for developing the RVI strategy. This encompasses the buyer-seller index
indicators, the scope of parameters used in the RVI strategy, and the software employed in strategy
development.

Data used in the research
The data used in the study and strategy development consists of daily gold price data from January
1, 2021, to December 31, 2023 (the data shown in Figure 1). Test the parameters from January
1 to June 30, 2024 (the data shown in Figure 2). The research aims to analyze the return rates
(profits and losses) to make informed decisions regarding selling and maximize overall investment
gains.
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Figure 1: Daily gold prices for training from January 1, 2021, to December 31, 2023.

Figure 2: Daily gold prices for testing from January 1 to June 30, 2024.

Indicator
For the research, the leading indicators studied and used as a guideline for developing a new
strategy include the buyer-seller index indicators. The scope of the RVI values is set from -1 to 1,
as it represents the possible range of RVI and provides analyzable values.

Figure 3: The classical RVI values of the gold prices from January 1, 2019, to December 31, 2019.

Figure 3 shows an example of RVI(i,N = 2); the experiment’s outcome that we have shown
produces the most significant profit in the modified formula. The signal line, often known as the
red line, also represents the weighted moving average of the RVI value.

The RVI is a technical indicator used in financial markets to assess the strength of price
movements. Developed by John Ehlers [3] in 1995, the RVI measures the relative vigor of a price
trend by comparing the current closing price to the previous closing price. Specifically, it gauges
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the strength of the market trend and evaluates the likelihood of either a continuation or reversal
of that trend.

The classical RVI formula

NUMERATORi =
a+(2×b)+(2× c)+d

6
, (1)

DENOMINATORi =
e+(2× f )+(2×g)+h

6
, (2)

RVI(i,N) =
∑i−N+1

j=i NUMERATOR j

∑i−N+1
j=i DENOMINATOR j

, (3)

Signal Linei =
RVI(i,N)+2×RVI(i−1,N)+2×RVI(i−2,N)+RVI(i−3,N)

6
, (4)

N is the number of lookback days used in the NUMERATOR and DENOMINATOR,

where a = Close price − Open price at time i, b = Close price − Open price One Bar Prior to a at
time i−1, c = Close price − Open price One Bar Prior to b at time i−2, d = Close price − Open
price One Bar Prior to c at time i−3, e = High price − Low price of Bar a at time i , f = High
price − Low price of Bar b at time i−1 , g = High price − Low price of Bar c at time i−2, h =
High price − Low price of Bar d at time i−3.

Figure 4: RVI(i,N = 10) chart of gold price daily (XAU/USD) at time 24 Feb 2022 to 31 Oct 2022.

Figure 4 shows daily gold prices at the top of Figure 4 and the N = 10 day backward looking
Relative Vigor Index (RVI) at the bottom of Figure 4. In the bottom panel, the RVI signal (green
line ) represents the RVI, and the red line represents the signal line (red line). When these two
lines cross, it indicates a trading signal (buy or sell signals) shown in Buy and Sell signals section.

Buy and Sell signals
The occurrence of a buy or sell signal must meet all conditions as follows;
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Buy signal

This section will discuss the Buying strategies in the gold market from our research.

Figure 5: Rule - The process of entering a buy order.

Figure 5 the X-axis represents the period of days, and the Y-axis represents the values of
the RVI and Signal.
Consider the following conditions for opening a buy order:

1. The RVI value (green line) must be below 0, as shown in Figure 5(a).

2. The RVI value (green line) must cross above the Signal line (red line) and form an upward
angle, as shown in Figure 5(b).

3. A closing price must be higher than the opening price at the time corresponding to conditions
1 and 2, as indicated by the green candlestick with an arrow in Figure 5(c) (Bullish candlestick
pattern).

Sell signal

This section will discuss the selling strategies in the gold market from our research.

Figure 6: Rule - The process of entering a sell order.
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Figure 6 the X-axis represents the period, and the Y-axis represents the values of the RVI
and Signal.
Consider the following conditions for opening a sell order:

1. The RVI value (green line) must be above 0, as shown in Figure 6(a).

2. The RVI value (green line) must cross below the Signal line (red line) and form a downward
angle, as shown in Figure 6(b).

3. A closing price must be lower than the opening price at the time corresponding to conditions
1 and 2, as indicated by the red candlestick with an arrow in Figure 6(c) (Bearish candlestick
pattern).

Parameter scope
We use sufficient initial capital for trading one ounce of gold and for subsequent trades, ensuring
that we only consider trading one ounce per order. The classical RVI formula has one parameter,
so we optimized the parameter N to find its optimal value. In the same way, the adjusted RVI
formula has three parameters, so we optimize three parameters: N, T , and w. Each parameter has
specific constraints, which are defined as follows:

1. N denotes the days used in the RVI, such that N = 3,4,5, . . . ,100.

2. T denotes the number of data used in NUMERATOR (NT), DENOMINATOR (DT), and
Signal Line (SL), such that T = 1,2, . . . ,100.

3. The weight factor of the adjusted RVI formula, w ranges between 0 and 1.

Adjusted RVI formula
We will present the adjusted RVI formula. We aimed to make it more general, and thus, we revised
the formula as follows: Let On,Cn,Hn, and Ln be the open, closed, highest, and lowest prices,
respectively, of time period n. Let pn =Cn −On and qn = Hn −Ln, we have

NT(i) =
w
2

pi +
1−w

T

i−T

∑
k=1

pi−k +
w
2

pi−T−1, (5)

and

DT(i) =
w
2

qi +
1−w

T

i−T

∑
k=1

qi−k +
w
2

qi−T−1. (6)

The relative vigor index of period N is defined by

RVI(i,N) =
NT(i)+NT(i−1)+NT(i−2)+ · · ·+NT(i−N +1)
DT(i)+DT(i−1)+DT(i−2)+ · · ·+DT(i−N +1)

, (7)

and the signal line of period i is given by

SL(i) = w
2

RVI(i,N)+
1−w

T

i−T

∑
k=1

RVI(i− k,N)+
w
2

RVI(i−T −1,N), (8)

where the weight factor is w ∈ (0,1), T = 1,2, . . . ,100, N = 3,4,5, . . . ,100, i is number of data.
Note: If w = 1

3 , and T = 2, the adjusted RVI formula will revert to the classical RVI formula.
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Optimizing parameter algorithm
1. Benchmark Creation: Begin by establishing a benchmark using the classical RVI formula to

determine the optimal value of N for the gold price data under evaluation. The optimal N is
defined as the one that yields the highest profit.

2. Parameter Setup: This study employs the Scilab program and utilizes daily gold price data
spanning from January 1, 2021, to December 31, 2023, to develop the RVI strategy. The
parameter ranges are defined as follows: N varies from 3 to 100 (N = 3,4,5, . . . ,100), Prior T
ranges from 1 to 100 (T = 1,2,3, . . . ,100), and the parameter w ranges from 0.00 to 0.99 in
increments of 0.01.

3. Experimental Design: Develop and execute a program to identify the optimal parameters
for the adjusted RVI formula. The program should search for and display the top 5 sets of
parameters that yield the highest profits. Create a function to maximize profit, where the
inputs are N, T , and w. The function should return the profit from the investment using
these specific values. The top five parameter sets will be determined by comparing the profits
across all possible parameter combinations within the specified ranges.

4. Validation: After identifying the top 5 sets of optimal parameters, test these parameters on
gold price data from January 1 to June 30, 2024. The goal is to confirm that the adjusted
RVI formula produces higher profits compared to the classical RVI formula, as hypothesized.

Results and Discussion
We use the strategy described in Section for trading gold, where k represents the occurrence of
an order, Tk denotes the days on which the kth signal occurred, PriceTk is the price of gold on the
date Tk, and the order refers to either a buy or sell action. Finally, The profit from the k-th trade
is given by:

Profitk = PriceTk −PriceTk−1 ,

where:
PriceTk is the price of gold at the time of closing the order,
PriceTk−1 is the price of gold at the time of opening the order.

Results of classical RVI formula
From the parameter optimization algorithm based on the classical RVI formula, as Equation (1)-
(4), the best result for parameter N is 16. Additionally, we show investment result base on classical
with N = 16. as shown in Table 1. According to Table 1, the first signal occurred on the day T1 = 54
(March 22, 2021), when the gold price was 1738.10 USD/ounce, and we opened a buy order for
one troy ounce. The subsequent signal was a sell signal on day T2 = 80 (April 28, 2021), in which
the gold price was 1773.90 USD/ounce. We closed the buy order and got a profit of 1773.90 -
1738.10 = 35.80 USD. After that, we opened a sell order (short sale) for one troy ounce of gold. 
Subsequently, on the day T3 = 128 (July 7, 2021), in which the gold price was 1802.10 USD/ounce.
The next signal we received a buy signal, and the sell order was closed and took a profit of 1773.90
- 1802.10 = -28.20 USD. Similarly, when the T36 = 737 (December 6, 2023) at the price of 2047.90
USD/ounce, the sell signal was triggered, and the existing buy order was closed, resulting in a
profit of 63.2 USD. Upon encountering the final signal at T37 = 752 (December 28, 2023) the price
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of 2083.90 USD/ounce, the sell order was closed, yielding a profit of 2047.90 - 2083.50 = -35.6 USD.
Trading according to this strategy resulted in a total profit of 853.4 USD.

Table 1: Buy and sell signals of the classical RVI formula, where N=16.

k Tk PriceTk
Order Profits k Tk PriceTk

Order ProfitsOpen Close Open Close

1 54 1738.10 Buy 0 20 455 1656.30 Buy -72.30
Sell

2 80 1773.90 Buy 35.80 21 463 1650.00 Sell 6.30
Sell Buy

3 128 1802.10 Sell -28.20 22 483 1815.20 Buy 165.20
Buy Sell

4 137 1811.40 Buy 9.30 23 490 1792.30 Sell 22.90
Sell Buy

5 155 1778.20 Sell 33.20 24 495 1797.70 Buy 5.40
Buy Sell

6 172 1793.50 Buy 15.30 25 543 1845.40 Sell -47.70
Sell Buy

7 189 1758.40 Sell 35.10 26 559 1995.90 Buy 150.50
Buy Sell

8 201 1770.50 Buy 12.10 27 587 2037.00 Sell -41.10
Sell Buy

9 242 1798.20 Sell -27.70 28 621 1923.70 Buy -113.30
Buy Sell

10 255 1825.10 Buy 26.90 29 628 1929.50 Sell -5.80
Sell Buy

11 275 1804.10 Sell 21 30 646 1999.90 Buy 70.40
Buy Sell

12 292 1943.80 Buy 139.75 31 655 1947.10 Sell 52.80
Sell Buy

13 310 1954.20 Sell -10.40 32 674 1942.50 Buy -4.60
Buy Sell

14 327 1955.60 Buy 1.40 33 701 1934.30 Sell 8.20
Sell Buy

15 347 1815.90 Sell 139.70 34 717 1973.50 Buy 39.20
Buy Sell

16 365 1813.50 Buy -2.40 35 725 1984.70 Sell -11.20
Sell Buy

17 392 1719.10 Sell 94.40 36 737 2047.90 Buy 63.20
Buy Sell

18 409 1776.70 Buy 57.60 37 752 2083.50 Sell -35.60
Sell

19 425 1728.60 Sell 48.10 Total Profit 853.40
Buy

Figure 7 shows the daily close price data and the Classical RVI of XAU/USD using the
Classical RVI strategy with optimal parameter N = 16. The blue line in the daily close price data
chart represents the daily close price data of XAU/USD. In the RVI chart, the green line represents
the RVI of XAU/USD, and the red line is the Signal line. The following graph displays the buy
and sell signals as shown in Table 1. By RVI indicator with the strategy in Section , we found the
first buy order signal at T1 = 54 (March 22, 2021). When time passes, using the RVI indicator with
the strategy described in Section , we encounter the second signal on day 80, at T2 = 80 (April 28,
2021). An open sell order signal prompts us to close the buy order. After that, signals continued
to appear until we encountered the final signal on day 752. We closed the sell order at T37 = 752
(December 28, 2023).
Note: Figure 7 shows that the black dots indicate the opening of a buy order, while the pink dots
represent the opening of a sell order.
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Figure 7: The gold price chart and the crossing between the RVI value (green line) and the signal
line (red line) with optimal parameter N=16.

Results of adjusted RVI formula
From the experimental results, the top 5 optimal sets of parameters for the gold market during the
period from January 1, 2021, to December 31, 2023, were identified. The most suitable parameters
for the adjusted RVI formula, ranked from highest to lowest, are as follows:

Table 2: The top 5 optimal sets of parameters in adjusted RVI formula.

N T w Total Profit
4 49 0.91 1677.20
4 49 0.89 1673.80
4 49 0.90 1673.80
4 49 0.87 1640.20
4 49 0.88 1640.20

From the parameter optimization algorithm based on the adjusted RVI formula, the best
result for the parameter is shown in Table 2. The experimental results show that the buy and sell
signals generated by all 5 sets of parameters are identical.

We will present the buy and sell signals obtained from optimizing the best parameters,
which are N = 4, T = 49, and w = 0.91. The details of the signals are as follows:

Form Table 3, the first signal occurred on the day T1 = 57 (March 25, 2021), when the gold
price was 1725.50 USD/ounce, and we opened a buy order for one troy ounce. The subsequent signal
was a sell signal on day T2 = 110 (June 10, 2021), in which the gold price was 1896.40 USD/ounce.
We closed the buy order and got a profit of 1896.40 - 1725.50 = 171.30 USD. After that, we opened
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a sell order (short sale) for one troy ounce of gold.  Subsequently, on the day T3 = 117 (June 21,
2021), in which the gold price was 1782.90 USD/ounce. The next signal we received a buy signal,
and the sell order was closed and took a profit of 1896.40 - 1782.90 = 113.50 USD. Similarly, when
the T34 = 713 (November 1, 2023) at the price of 1987.50 USD/ounce, the Buy signal was triggered,
and the existing Sell order was closed, resulting in a profit of 155.70 USD. Upon encountering
the final signal T35 = 722 (November 14, 2023) at the price of 1966.50 USD/ounce, the buy order
was closed, yielding a profit of 1987.50 - 1966.50 =21.00 USD. Trading according to this strategy
resulted in a total profit of 1677.20 USD.

Table 3: Buy and sell signals of the adjusted RVI formula with N = 4, T = 49, and w = 0.91.

k Tk PriceTk

Order Profits k Tk PriceTk

Order ProfitsOpen Close Open Close

1 57 1725.50 Buy 0 19 366 1819.60 Buy 30.60
Sell

2 110 1896.40 Buy 171.30 20 370 1838.40 Sell 18.80
Sell Buy

3 117 1782.90 Sell 113.50 21 390 1713.40 Buy 125.00
Buy Sell

4 123 1763.60 Buy -19.30 22 445 1709.30 Sell -4.10
Sell Buy

5 140 1881.80 Sell -38.20 23 455 1656.30 Buy 53.00
Buy Sell

6 141 1799.20 Buy -2.60 24 520 1930.00 Sell 273.70
Sell Buy

7 164 1795.20 Sell 2.00 25 530 1878.50 Buy 51.50
Buy Sell

8 168 1816.00 Buy 20.80 26 559 1995.90 Sell 117.40
Sell Buy

9 188 1757.00 Sell 59.00 27 583 1999.00 Buy -3.10
Buy Sell

10 251 1814.1 Buy 57.10 28 592 2037.10 Sell 38.10
Sell Buy

11 260 1827.30 Sell -13.20 29 622 1929.30 Buy 107.50
Buy Sell

12 263 1812.40 Buy -14.90 30 639 1980.80 Sell 51.20
Sell Buy

13 275 1804.10 Sell 8.30 31 643 1963.70 Buy 17.10
Buy Sell

14 299 2000.40 Buy 196.30 32 679 1932.80 Sell -30.90
Sell Buy

15 307 1921.50 Sell 78.90 33 694 1831.80 Buy 101.00
Buy Sell

16 311 1939.80 Buy 18.30 34 713 1987.50 Sell 155.70
Sell Buy

17 319 1937.80 Sell 2.00 35 722 1966.50 Buy 21.00
Buy

18 358 1850.20 Buy -87.60 Total Profit 1677.2
Sell

Figure 8 shows the daily close price data and the adjusted RVI of XAU/USD using the
adjusted RVI strategy with the parameter in Table 2. The blue line in the daily close price data
chart represents the daily close price data of XAU/USD. In the RVI chart, the green line represents
the RVI of XAU/USD, and the red line is the Signal line. The following graph displays the buy
and sell signals as shown in Table 3. By RVI indicator with the strategy in section , we found the
first buy order signal at T1 = 57 (March 25, 2021). When time passes, using the RVI indicator with
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the strategy described in Section , we encounter the second signal on day 110, at T2 = 110 (June 10,
2021). An open sell order signal prompts us to close the buy order. After that, signals continued
to appear until we encountered the final signal on day 722. We closed the buy order at T35 = 722
(November 14, 2023).
Note: Figure 8 shows that the black dots indicate the opening of a buy order, while the pink dots
represent the opening of a sell order

Figure 8: The price chart (top) and the crossing between the RVI value (green line) and the signal
line (red line) with the best parameters of the adjusted RVI formula (bottom).

Method for Testing Parameters
Classical RVI formula

Form Table 4, for validation purposes, we tested the classical RVI formula with parameters N = 16
against the gold price from January 1 to June 30, 2024, it was found that there were a total of
4 trading signals. The first signal occurred on T1 = 58 (March 25, 2024) with a sell order. Upon
encountering the second signal on T2 = 94 (May 15, 2024) at a price of 2405.80 USD/ounce, the sell
order was closed and a buy order was opened. This resulted in a profit of 2176.40 - 2405.80 = -
229.40 USD, a common occurrence when following signals that do not yield profits. The third signal
resulted in a profit of 2345.40 - 2405.80 = -60.40 USD. The final signal resulted in an additional
profit of 2345.40 - 2349.10 = -3.70 USD, bringing the total profit to -293.50 USD.
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Table 4: Buy and sell signals of the classical RVI formula, where N=16.

k Tk PriceTk

Order ProfitsOpen Close
1 58 2176.40 Sell 0

2 94 2405.80 Sell -229.40
Buy

3 101 2345.40 Buy -60.40
Sell

4 116 2349.10 Sell -3.70

Total Profit -293.50

Adjusted RVI formula

From Table 5, for validation purposes, we tested the adjusted RVI formula with the best parameters
from the 5 sets against in table 2 of the gold price from January 1 to June 30, 2024, it was found
that there were a total of 3 trading signals. The first signal occurred on T1 = 50 (March 13, 2024)
with a buy order. Upon encountering the second signal on T2 = 117 (June 17, 2024) at a price of
2329.00 USD/ounce, the buy order was closed and a sell order was opened. This resulted in a profit
of 2329.00 - 2180.80 = 148.20 USD. The final signal resulted in an additional profit of 2329.00 -
2336.60 = -7.60 USD, resulting in a total profit of 140.60 USD.

Table 5: Buy and sell signals of the adjusted RVI formula with N = 4, T = 49, and w = 0.91.

k Tk PriceTk

Order ProfitsOpen Close
1 50 2180.80 Buy 0

2 117 2329.00 Buy 148.20
Sell

3 125 2336.60 Sell -7.60

Total Profit 140.60

Conclusion
This research investigates trading strategies in the gold market using the relative vigor index (RVI)
strategy, both in its traditional form and an enhanced version with fixed returns. The training
data spans from January 1, 2021, to December 31, 2023, with testing data from January 1 to June
30, 2024. In the initial phase, we examined the profitability of a trading strategy employing the
Classical RVI formula in the gold market. From the experimental results, it was found that the
highest profit, with an optimal parameter N = 16, was 853.40 USD. We used a maximum investment
of 2,083.5 USD/ounce for each trading transaction, with a profit calculated as

Percentage Profit =
(

853.40
2083.5

)
×100 ≈ 40.95%.

Thus, the profit represents approximately 40.95% of the investment.
In the next part, we studied the potential for achieving maximum profits in the gold market

using the adjusted RVI formula, which we newly enhanced. We identified the top 5 sets of parame-
ters that yielded identical trading signals and profits, as shown in Table 2. Across these 5 parameter
sets, we found that only the values of w denote 0.91, 0.89, 0.90, 0.87, and 0.88 differed slightly,
while N = 4 and T = 49 remained consistent. The experiments revealed that the adjusted formula
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led to profits as high as 1677.20 USD. We used a maximum investment of 1966.5 USD/ounce for
each trading transaction, with a profit calculated as

Percentage Profit =
(

1677.20
1966.50

)
×100 ≈ 85.29%.

Thus, the profit represents approximately 85.29% of the investment.
When comparing the maximum profit from the classical RVI formula with the adjusted RVI

formula, it was found that the profit increased to

1677.20−853.40
853.40

×100 ≈ 96.66%,

which demonstrates an increase in profit of approximately 96.66% from using the adjusted RVI
formula compared to the classical RVI formula.

Finally, we applied the best-performing parameters to test on new data, specifically the
gold price from January 1 to June 30, 2024. As hypothesized, the adjusted RVI formula generated
higher profits compared to the classical RVI formula. The highest profit obtained from the classical
RVI formula was -293.50 USD, whereas the adjusted RVI formula yielded a maximum profit of
140.60 USD, confirming our hypothesis that the adjusted RVI formula outperforms the classical
RVI formula in generating profits.
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Abstract:
Insomnia, a prevalent sleep disorder worsened by modern lifestyles, causes severe

sleep deprivation and health risks. Chronic insomnia, distinguished by persistent
sleeplessness, significantly impacts health and well-being more than acute forms. To address
this, we propose a machine learning-based self-monitoring solution using actigraphy data.
With the use of this method, it should be possible to find a new solution to diagnose chronic
insomnia efficiently and reduce reliance on costly and time-consuming lab-based sleep tests.
We utilized actigraphy data from 45 insomnia patients and 41 healthy controls, focusing on
RGB light collected from an interactive environment. Initially, we grouped the data into
smaller segments and represented each group with statistical values. Preprocessing involved
filtering out zero values using thresholds of 20, 40, and 60 percent. Subsequently, we applied
the Fast Fourier Transform (FFT) to the filtered data. Finally, we employed the Long
Short-Term Memory (LSTM) technique to build and train our models. Evaluating accuracy,
specificity, sensitivity, and AUC score revealed that the tool can potentially be enhanced in
order to use RGB light data collected from actigraphy to predict chronic insomnia as a new
solution for insomnia point-of-care diagnosis.

Introduction:
Insomnia is a prevalent sleep disorder characterized by difficulties in initiating and

maintaining sleep or experiencing non-restorative sleep. These sleep disturbances lead to
significant daytime impairments, negatively impacting overall health, well-being, and
productivity. Chronic insomnia, distinguished by persistent sleep problems for at least three
months, poses a greater public health risk compared to acute forms. It can exacerbate existing
medical conditions, increase the risk for depression and anxiety, and negatively affect
cognitive function and daily performance. According to the research "Insomnia: Definition,
Prevalence, Etiology, and Consequences" among every 10 people, a person is affected by
chronic insomnia, highlighting its widespread prevalence and the urgent need for effective
interventions.1

Deep learning, a part of machine learning, has seen numerous applications in the
medical field. It has the ability to model complex patterns and relationships within large
datasets using neural networks with multiple layers to automatically extract features and learn
representations leading to a superior performance in tasks such as medical images, X-rays,
MRIs, and CT scans analysis. Also used for predictive analytics, for instance, recurrent
neural networks (RNNs) and Long Short-Term Memory (LSTM) networks are employed to
predict disease outbreaks, patient deterioration, and readmission rates. These models analyze
patient records and time-series data to predict future health events. The rise of deep learning
over the past decade is attributed to advances in computational power, its efficiency and
versatility making it a powerful tool in both academic research and industry applications.2,3,4,5
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Fast Fourier Transform (FFT) is a technique that is considered one of the most
important numerical algorithms of the 20th Century by the IEEE magazine Computing in
Science & Engineering6. It is commonly used to enhance the model's training. It is a
mathematical way to transform time-domain data into frequency domain. This process is
essential for feature extraction in time-series analysis, enabling the identification of periodic
patterns and trends that are not readily apparent in the time domain. In deep learning models,
FFT is used to preprocess time-series data, enhancing the model's ability to capture relevant
features for improved prediction accuracy.7

From the prior research of Angelova M. et al. The authors had done research on using
Random forest and Support Vector Machine techniques of machine learning to predict acute
insomnia along with the use of k-fold cross validation and threshold filtering resulting in the
accuracy of 84% and 73% respectively. This shows a promising result for further research.
However, the use of machine learning alone is a manual process of feature extraction.
Meanwhile, deep learning techniques are more flexible and it does not require manual pattern
finding, on the other hand, the machine finds patterns itself. Researchers find deep learning
an interesting technique to be used with such predictions.

The combination between FFT and LSTM techniques has been studied from the
research in the field of energy science for real-time power quality disturbances recognition.
The research gives a promising result9, ensuring that the combination of FFT and LSTM
model can be used for real-life application. However, there is no evidence of the use of such a
combination for the prediction of insomnia. Thus, this research focuses on the study of FFT
and LSTM techniques for chronic insomnia

This project aims to develop a novel machine learning-based solution for diagnosing
chronic insomnia using actigraphy data by using LSTM networks and FFT, we aim to create a
self-monitoring tool that can efficiently and accurately identify chronic insomnia, reducing
the need for costly and time-consuming lab-based sleep tests. This approach has the potential
to provide timely and accessible diagnostics, ultimately improving the quality of life for
individuals suffering from chronic insomnia.
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Methodology:

Figure 1.
Workflow Overview

Material
Hardware:

Three laptops:
1. Lenovo Ideapad 3 with Intel Core i5
2. Acer Swift 3 with AMD Ryzen 5 5000 series
3. Acer Swift 3 with Intel Core i5

Software:
Python 3.9.17

Data Preprocessing
We conducted a thorough review of relevant research and sourced public datasets. Our

research utilizes actigraphy time series data from a publicly accessible data source, which has
been used in previous research, as referenced in publication10 (supplementary material). The
original data collection received approval from the University of Glasgow Ethics
Committee.8
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These datasets are derived from wrist-worn actigraphy devices and consist of time
series data collected every minute. The dataset includes 86 subjects, comprising 45
individuals with a condition and 41 without.

For data cleansing, we extracted three factors from the RGB light sensor of the
actigraphy devices: red light, green light, and blue light. We selected data from 08:00 to
22:00, the designated period during which the subject is required to remain in bed.
Unnecessary data outside this time range was removed. Missing data was filled using
statistical means to ensure the completeness of the dataset, and outliers were filtered out to
enhance accuracy and consistency for analysis.

Post-cleaning, the data for each subject was consolidated and categorized into two
groups: those with the condition and those without.

Due to the insufficient coherence of the data trends, as identified by scatter matrix
analysis, it was necessary to group the data by calculating representative statistical measures
for each segment. These measures include the mean, sum, slope, area under the curve, and
standard deviation (SD). This approach was chosen to capture essential characteristics of the
data that may be obscured in raw form, allowing for more meaningful analysis and pattern
recognition. By summarizing the data with these statistical measures, we can better
understand and interpret the underlying trends and variations. The data were grouped into 3
sizes: 1, 3, and 5.

To prepare the data for transformation using the fast Fourier transform (FFT)
technique, additional window sizes of 30, 40, and 60 were established. These window sizes
were chosen to balance between capturing sufficient data detail and computational efficiency,
as they allow the FFT to analyze various frequency components effectively. Overlapping
segments were created with overlapping percentages of 50% and 60%. This overlapping
approach enhances the resolution of the frequency domain representation, providing a more
continuous and accurate analysis of the data.

Given that some bins contained a high number of zero values, a threshold was applied
to eliminate such segments. This approach was adopted to ensure that the analysis focused on
segments with meaningful data and avoided potential biases introduced by bins with
predominantly zero values. Thresholds were set at 40%, 60%, and 80% of the data within
each window. The filtered data was then subjected to the fast Fourier transform for further
analysis.

Model Training
After conducting comprehensive data preprocessing, we developed a Long

Short-Term Memory (LSTM) model to predict the presence or absence of a medical
condition in patients using RGB data structured as time series. The model was trained using
Python and TensorFlow. The model architecture consists of an input layer followed by two
key layers. The first layer is a hidden layer, which employs the ReLU (Rectified Linear Unit)
activation function to introduce non-linearity and enable the model to learn complex patterns.
This hidden layer is followed by an output layer with a single neuron that uses the sigmoid
activation function, suitable for binary classification tasks. The Adam optimizer was selected
due to its capacity to adaptively adjust the learning rate during training, thereby enhancing
the efficiency and speed of the training process. Moreover, Adam is proficient in managing
gradient fluctuations that may arise during training. For the loss function, binary cross
entropy was employed, as it is well-suited for binary classification tasks and facilitates the
model's ability to discern between the two classes effectively. The evaluation metric used was
accuracy. Setting the number of epochs to 7 is a conservative choice, providing a baseline for
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training without risking overfitting, especially useful for smaller datasets where extensive
training might lead to overfitting. The batch size of 16 is relatively small, which can facilitate
more frequent updates and potentially better generalization, particularly when dealing with
limited data. Smaller batch sizes help with convergence and can be advantageous when
computational resources are constrained. Furthermore, we implemented k-fold
cross-validation to fully utilize the dataset for both training and testing the model. By
partitioning the data into k subsets, we performed k iterations of training and evaluation, each
time using a different subset as the validation set. This technique mitigates partitioning bias
and provides a more robust assessment of the model's generalizability and performance.

Model Testing
In model evaluation, we often use metrics such as Accuracy, Sensitivity, Specificity,

and AUC (Area Under the Curve) to assess the performance of various models. Each metric
has its significance and application. Let TN, TP, FN, FP represent the number of true
negatives, true positives, false negatives, and false positives, respectively. Accuracy is
calculated using equation (1), which indicates the overall correctness of the model's
predictions. Sensitivity is calculated using equation (2), which measures the model's ability to
correctly identify true positives. Specificity is calculated using equation (3), which evaluates
the model's ability to correctly identify true negatives. The area under curve (AUC)
represents the area under the ROC (Receiver Operating Characteristic) curve. It indicates the
model's ability to distinguish between positive and negative classes, with values ranging from
0 to 1. An AUC close to 1 signifies a model with excellent discriminatory ability.

(1)

(2)

(3)

Results and Discussion:
As a result of the model training, incorporating variations in grouping size, grouping

method, threshold, window size, and window step, it yielded 198 sets of analyses. The
models are evaluated based on 4 metrics including accuracy, sensitivity, specificity, and the
area under curve (AUC) along with their corresponding standard deviations. Of these, 18 sets
were selected for further analysis as they exhibited all evaluated scores exceeding a minimum
of 0.6.

Table 1.
The evaluated scores of 18 sets of analyses selected

Method Accuracy Sensitivity Specificity AUC Score
5-slope-60-60-60 0.68 ± 0.03 0.73 ± 0.05 0.62 ± 0.06 0.74 ± 0.03
5-slope-80-60-50 0.71 ± 0.03 0.73 ± 0.04 0.67 ± 0.15 0.77 ± 0.05
3-slope-60-30-50 0.67 ± 0.02 0.70 ± 0.05 0.62 ± 0.13 0.78 ± 0.02
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5-slope-80-30-50 0.66 ± 0.02 0.70 ± 0.06 0.61 ± 0.05 0.74 ± 0.02
3-integral-60-30-50 0.67 ± 0.02 0.70 ± 0.08 0.62 ± 0.07 0.78 ± 0.02
5-slope-40-40-50 0.67 ± 0.02 0.69 ± 0.05 0.65 ± 0.08 0.75 ± 0.02
3-mean-60-60-60 0.67 ± 0.03 0.69 ± 0.04 0.63 ± 0.08 0.71 ± 0.03
1-none-40-40-60 0.65 ± 0.02 0.68 ± 0.03 0.63 ± 0.05 0.70 ± 0.02
3-sum-60-40-60 0.66 ± 0.04 0.68 ± 0.05 0.64 ± 0.08 0.78 ± 0.03
1-none-40-40-50 0.65 ± 0.01 0.67 ± 0.05 0.64 ± 0.04 0.72 ± 0.01
3-mean-60-40-50 0.64 ± 0.02 0.67 ± 0.09 0.62 ± 0.15 0.77 ± 0.03
5-slope-40-30-60 0.67 ± 0.03 0.66 ± 0.08 0.68 ± 0.06 0.79 ± 0.03
1-none-80-30-60 0.71 ± 0.02 0.66 ± 0.09 0.75 ± 0.05 0.78 ± 0.01
1-none-40-30-60 0.68 ± 0.01 0.65 ± 0.06 0.71 ± 0.04 0.76 ± 0.02
5-integral-40-30-60 0.66 ± 0.03 0.65 ± 0.09 0.68 ± 0.06 0.77 ± 0.03
1-none-40-30-50 0.68 ± 0.01 0.61 ± 0.09 0.73 ± 0.04 0.77 ± 0.02
1-none-40-40-60 0.71 ± 0.01 0.60 ± 0.12 0.77 ± 0.06 0.79 ± 0.02
1-none-40-40-50 0.72 ± 0.02 0.60 ± 0.12 0.77 ± 0.06 0.75 ± 0.03

Table 1. displays the evaluated scores—accuracy, sensitivity, specificity, and area
under the curve (AUC)—along with their standard deviations (SD), expressed as mean ± SD,
for the 18 analysis sets that exceeded the minimum of 0.6. Each analysis set is denoted in the
format GS-GM-T-WS-WSt, where GS is grouping size, GM is grouping method, T is
threshold (%), WS is window size, and WSt is window step (%).

It is appropriate to assert that sensitivity holds the highest significance, as it ensures
that patients with chronic insomnia are accurately diagnosed. This metric along with other
scores exceeding 0.6 emphasize its critical importance. Therefore, the most significant
method is with grouping size of 5 grouped by slope, threshold of 60%, window size of 60 and
window step of 60% which results in accuracy, sensitivity, specificity, and AUC being 0.68,
0.73, 0.62, and 0.74 respectively.

From the experiment with all 198 methods using a combination of LSTM and FFT
technique, up to 18 methods can be enhanced to get a better result. As it can be seen that the
result of 7 of the selected methods are ungrouped, it can be discussed that it is a result of a
limited size of data.

In light of the research findings, It is significant that the limited data size is the main
impact of the resulting evaluation score. After preprocessing and using threshold to filter
windows, the filtered data reduces vastly from its raw data. The utilization of a grouping
method, which demonstrated promising evaluation scores during the model's initial training
and testing phases, would likely benefit from this increased data diversity. This strategy has
the potential to improve the model's overall performance, thereby advancing its capability as
a novel solution for point-of-care diagnosis of chronic insomnia. Moreover, the Long-Short
Term Memory technique of machine learning is specifically used for time series data.
However, the data after fast fourier transformation turned the data into the form of frequency
which can be more suitable with other RNN models. Lastly, the dataset provides two
significant features; RGB and activity, which is the number of movements in a time epoch of
1 minute.

The model's efficacy could be significantly enhanced by employing a larger dataset,
which would ensure sufficient variation for robust analysis. The use of other type RNN
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models may also make a significant increase on the overall evaluation score and the use of
additional features provided by the dataset is another way to enhance the efficacy.

Conclusion:
From using RGB light data collected from actigraphy to explore a variety of methods

including variations in grouping size, grouping method, threshold, window size, and window
step and using LSTM and FFT technique to deal with data to predict chronic insomnia. The
evaluation through 4 metrics including accuracy, sensitivity, specificity, and the area under
curve (AUC) having 18 methods exceeding the minimum of 0.6 for all scores shows that the
tool can potentially be enhanced to be a new solution for point-of-care diagnosis.

Considering the limitation from the limited data size of this research, further study can
focus more on the expansion of data size to enlarge the training and testing sets of the model,
and the adjustment of the model technique to other RNN. Lastly, the use of an additional
feature can be beneficial and the grouping method can potentially be used along to increase
the overall evaluation score.
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Abstract:

This work aims for finding prices of options with underlying assets considered as com-

modities, where the price of commodity is assumed to follow a mean-reverting Ornstein-

Uhlenbeck (OU) process, namely, the Schwartz one-factor model. The prices of both European

and American options are obtained by employing the finite different methods (FDMs) for solv-

ing parabolic partial differential equations (PDEs) generated from Feynman-Kac theorem. In

this work we constructed three FDMs to solve PDEs, namely FTCS, BTCS, and CN methods.

The accuracy of FDMs are validated and confirmed by numerical examples for European op-

tions by compared with analytical results from Black-Scholes type (BS-type) formula and with

Monte-Carlo (MC) simulations based on Euler-Maruyama method. The results for American

options are obtained accordingly, and compared the behavior with results in literature.

Introduction:

An option, which is one type of derivative securities, is a very popularly tool of financial

assets because it has high flexibility. It is a contract which gives an option holder a right to

exercise or not exercise with no obligation to sell or buy underlying assets with the agree price at

or before the end of the contract. This financial instrument, which is used to various underlying

assets such as stock, commodity products, currencies, has many benefits in financial markets,

i.e., it can be used for dealing with hedging, risk management, speculation, etc. Recently,

there are many volumes of investment involving commodities in financial market, including

other financial products related to commodities such as options, futures, etc. In Thailand, the

futures, options and other derivatives on commodities are traded on TFEX (Thailand Futures
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Exchange). Research on pricing of these financial products involving commodities are now in 

focus of many researchers.

Commodities are one type of investment products or assets that can be used as raw ma-

terials in productions of other goods or services. Commodities are naturally occurring goods 

or materials that are collected and processed for usages, which can be grouped into those from 

agriculture, and from mining. The prices of commodities usually behave according to the dy-

namic or markets, which will move toward the long-run mean, known as the mean-reversion 

property of commodity price. The dynamic of the commodity price process that can present this 

property was first described by the mean reverting Ornstein-Uhlenbeck (OU) process. Later, in 

1997 Schwartz [1] proposed mean-reverting processes for commodities known as Schwartz’s 

models, including one-factor, two-factor, and three-factor models depending on the number of 

processes in the model. The price process of commodity is essential for valuation of the prices 

of other financial products with underlying assets are commodities.

The first model of option on commodity was proposed in 1976 by Black [2], where the 

commodity prices was developed based on stocks appeared in 1973 by Black-Scholes [3] and 

Mertons [4]. There were also other results that developed tools for option pricing. For example, 

the CRR model proposed by Cox, Ross, and Rubinstein [5] in 1979, calculated the closed-form 

expression of fair premium for valuation of the European options on stock. Hull-White method 

proposed by Hull and White [6] in 1990, estimated the fair premium of European and American 

options on bonds.

Recently, in 2022 Nonsoong [7] studied the option prices on commodities based on 

Schwartz one-factor model with time-dependent parameters and obtained formulas for Euro-

pean and American options. In [7], the formulas for options prices were obtained from solutions 

of partial differential equations (PDEs) using analytical techniques such as Fourier transform 

and characteristic method. He also obtained Black-Scholes type (BS-type) formula for Euro-

pean options. However, the formula for American options in [7] relies on the knowledge of 

the optimal exercise curve, which is assumed to be given. In general, it requires additional 

techniques to get this optimal exercise curve for American option on commodity, therefore, in 

practise, it is not easy to find American option prices based on [7].

In this work, we want to obtain results in parallel with the work of Nonsoong [7] by 

finding prices of options on commodities governed by Schwartz one-factor model. In contrast 

to [7], this work emphasize on applying numerical methods for finding option prices. The 

concepts for finding American option prices is developed based on that from trinomial tree 

methods for option pricing introduced by Hull and White [6,8] without using the knowledge of
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the optimal exercise curve, which is another point different from [7]. The FDMs for parabolic 

PDEs such as forward in time central in space (FTCS), backward in time central in space 

(BTCS), and Crank-Nilcolson (CN) schemes will be employed for finding option prices.

Methodology:

Commodity price

Commodities, such as agricultural or natural products, are considered as important products in 

economics whose prices often behave differently from other financial assets, such as stocks, 

derivatives, etc. The prices of commodities usually has one important behavior called the 

mean-reverting property, where the prices adjust according to the markets and move toward 

the long-run mean. Thus, the mathematical model with stochastic process for commodity price 

should have this property.

In this work, we use a well known Schwartz one-factor model to represent the commodity price 

process, which has the form of stochastic difference equation (SDE) [1]

where St is the price of commodity at time t, κ > 0 is the speed of adjustment of the price, θ is 

the long-run mean of the log price, σ is the volatility of the price, and Wt is the standard 

Brownian motion (or Wiener process). The price process St in (1) is considered as the prices 

for underlying assets of options, which is important for determining the option prices.

Option pricing

The option prices (or premium) depend according on the prices of underlying assets, which, 

in this work, is assumed to follow the process (1). The probability properties of the process 
St described by (1) is required in order to obtain options prices. The valuations for European 

and American options for put and call can be described as follows.

European option

European option is a contract that the writer gives the holder the right, but no obligation, to 

sell (called ‘put option’) or buy (called ’call option’) underlying asset at a certain price (called 

’strike price’) at the expiration date. One can find the option price by evaluate the present 

value
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of the expected pay-off at the expiration date. Namely, the price of option starting at time t

before the expiration time T , t < T , with initial underlying asset price S, strike price K and

risk-free interest rate r can be obtained from

v(t, S;ϕ) = e−r(T−t)E
[
(ϕK − ϕST )

+|St = S
]
, (2)

where E[. . . | . . . ] is the conditional expectation with ϕ = 1 for put option, ϕ = −1 for call 

option, and (ϕK − ϕST )
+ = max{ϕK − ϕST , 0} is the pay-off at the expiration time T .

In literature, there are several methods for finding European option prices depending on

the ways of finding the conditional expectation, which, therefore, depend on the process of St.

Black-Scholes type formula (BS-type)

For close form formula of European option with underlying asset following the process (1), 

Nonsoong [7] derived the formula based on the idea of Black-Scholes formula for options on 

stocks, and referred to this as BS-type formula. The formula is given as follows:

v(S, t;ϕ) = ϕKe−r(T−t)N [ϕd1]− ϕe−r(T−t)+m(T )+
g(T )
2 N [ϕd2], (3)

where

m(T ) = (lnSt)e
−κ(T−t) +

σ2

2κ

(
e−κ(T−t) − 1

)
+ θ

(
1− e−κ(T−t)

)
,

g(T ) =
σ2

2κ
(1− e−2κ(T−t)), d1 =

lnK −m(T )√
g(T )

, d2 = d1 −
√

g(T ),

and N [·] is the cumulative distribution function of the standard normal distribution with ϕ = 1

for put option, ϕ = −1 for call option.

American option

American option is a contract similar to European option, however, for American type, the

holders can exercise at any time before the expiration (called ’early exercise’) depending on

the price of underlying asset St and the strike price K. Thus, the price American option must

be higher than that of European. The valuation of the option prices still depends on the price

process of underlying asset St, the strike price K, and the starting price of St, however, it more

difficult due to the early exercise condition. Therefore, the option prices also depend on the
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optimal time to exercise the option to have the maximum pay-off, namely,

V (t, S;ϕ) = sup
τ≤T

E
[
e−r(τ−t)(ϕK − ϕSτ )

+|St = S
]
, (4)

where we can consider τ as the exercised time with ϕ = 1 for put option, ϕ = −1 for call 
option.

Finite difference method (FDM)

This section described the numerical methods for finding European and American option prices 

described previously. In this work, we apply the concepts of FDMs for solving PDEs repre-

senting the option prices. We first introduce the Feynman-Kac theorem, which transforms the 
problem of finding conditional expectations of the underlying asset price process St governed 

by (1) into the problem of finding the solutions of PDEs.

Feynman-Kac theorem and PDE

According to the Feynman-Kac theorem, the conditional expectations that appear in (2) and 

(4) can be obtained by solving PDEs with suitable conditions. For underlying asset with price
process (1), the European option prices v(t, S) for (t, S) ∈ [0, T ]×[0, ∞] is obtained by

solving parabolic PDE (backward heat equation):

∂v

∂t
+ κ (α− lnS)S

∂v

∂S
+

1

2
σ2S2 ∂

2v

∂S2
= rv, (5)

with terminal condition is v(T, S) = (ϕK − ϕS)+ and ϕ = 1 for put option, ϕ = −1 for call 
option.

In order to solve PDE (5) numerically using FDMs, we change variable τ = T − t ∈ [0, 
T ], and obtain forward heat equation:

−∂u

∂τ
+ κ (α− lnS)S

∂u

∂S
+

1

2
σ2S2 ∂

2u

∂S2
= ru (6)

when initial condition is u(0, S) = (ϕK − ϕS)+ with ϕ = 1 for put option, ϕ = −1 for call

option.
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Domain and discretization

To implement FDMs for solving PDE (6), we first discretize a subdomain [0, T ] × [0, Smax] of 
[0, T ] × [0, ∞] by using time step ∆t as ∆t = T /n and price step ∆S as ∆S = (Smax)/m, 

where Smax is the upper bound of considered prices, and n, m are the numbers of equal sub-
intervals for the time and price intervals, respectively.

The discretization produces grid points (or ’node’) (τi, Sj ), where τi = i∆t and Sj = 

j∆S for i = 0, 1, . . . , n and j = 0, 1, . . . , m, respectively. The PDE (6) evaluated at interior 

grid point (τi, Sj ) gives

−∂u

∂τ
(τi, Sj) + κ(θ − lnSj)Sj

∂u

∂S
(τi, Sj) +

1

2
σ2S2

j

∂2u

∂S2
(τi, Sj) = ru(τi, Sj) (7)

for i = 1, 2, . . . , n − 1 and j = 1, 2, . . . , m − 1. For convenience in writing, we will use 

ui,j := u(τi, Sj ) for the following parts. Note that, the PDE (6) is the heat equation, in 

literature there are three standard schemes of FDMs [9] that we can use for solving this 
problem: (i) the forward in time central in space (FTCS) scheme, (ii) the backward in time 
central in space (BTCS) scheme, and (iii) Crank-Nilcolson (CN) scheme. We apply these 
three schemes of FDM for this PDE as follows.

Forward in time central in space (FTCS)

This FTCS scheme is considered as an explicit FDM because the time derivative is approxi-

mated by forward difference, namely, the values in the next time step is obtained directly from 

the current time step. Since the space derivatives are approximated by central differences, this 
FTCS scheme has truncation error of order O(∆τ + ∆2S). The approximations of derivatives 

of PDE (7) are the followings:

∂u

∂τ
(τi, Sj) ≈

u(τi+1, Sj)− u(τi, Sj)

∆τ
,

∂u

∂S
(τi, Sj) ≈

u(τi, Sj+1)− u(τi, Sj−1)

2∆S
,

∂2u

∂S2
(τi, Sj) ≈

u(τi, SJ+1)− 2u(τi, Sj) + u(τi, Sj−1)

∆S2
.
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ui+1,1

ui+1,2

...

ui+1,m−2

ui+1,m−1


=



a11 a12 0 · · · 0

a21 a22 a23
. . . ...

0 a23 a33
. . . 0

... . . . . . . . . . am−2,m−1

0 · · · 0 am−1,m−2 am−1,m−1





ui,1

ui,2

...

ui,m−2

ui,m−1


+



a1,0ui,0

0
...

0

am−1,mui,m

We can write PDE (7) using value at interior node (τi+1, Sj ) for ru(τi+1, Sj ) on the right hand 

side, we get a linear system u⃗i+1 = Au⃗i + b⃗i:       


where u⃗i denotes the values of interior nodes at time τi, b⃗i is the vector of the boundary values,

A is the matrix of coefficients ajk,

aj,j =
1

(1 + r∆τ)

(
1− σ2j2∆τ

)
,

aj,j+1 =
1

(1 + r∆τ)

(
1

2
κ (θ − ln (j∆S)) j∆τ +

1

2
σ2j2∆τ

)
,

aj,j−1 =
1

(1 + r∆τ)

(
−1

2
κ (θ − ln (j∆S)) j∆τ +

1

2
σ2j2∆τ

)
,

with the initial condition u⃗0 := (u0,1, u0,2, . . . , u0,m−1)
T. This explicit FTCS scheme is com-

puted iteratively from the initial u⃗0 to the final u⃗n when τ = T .

Backward in time central in space (BTCS)

This BTCS scheme is considered as an implicit FDM because the time derivative in PDE (7) 

is approximated by backward scheme, thus, the values in the current time step are related and 

cannot be obtained explicitly from the previous values. The BTCS scheme also has truncation 

error of order O(∆τ + ∆2S) with the approximation of time derivative

∂u

∂τ
(τi, Sj) ≈

u(τi, Sj)− u(τi−1, Sj)

∆τ
,
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and using central differences for the space derivatives similar to that in FTCS. By rename the

index from i to i+ 1, we can write the scheme as a linear system Au⃗i+1 = u⃗i − b⃗i+1:



a11 a12 0 · · · 0

a21 a22 a23
. . . ...

0 a23 a33
. . . 0

... . . . . . . . . . am−2,m−1

0 · · · 0 am−1,m−2 am−1,m−1





ui+1,1

ui+1,2

...

ui+1,m−2

ui+1,m−1


=



ui,1

ui,2

...

ui,m−2

ui,m−1


−



a10ui+1,0

0
...

0

am−1,mui+1,m


where b⃗i+1 is the vector of the boundary values at τi+1, A is the matrix of coefficients ajk,

aj,j = 1 + σ2j2∆τ + r∆τ,

aj,j+1 = −1

2
κ (θ − ln (j∆S)) j∆τ − 1

2
σ2j2∆τ,

aj,j−1 =
1

2
κ (θ − ln (j∆S)) j∆τ − 1

2
σ2j2∆τ,

with initial condition u⃗0 := (u0,1, u0,2, . . . , u0,m−1)
T. The implicit scheme BTCS can be solved

iteratively using u⃗i+1 = A−1(u⃗i− b⃗i+1), starting from the initial u⃗0 to the final u⃗n when τ = T .

Crank–Nicolson (CN)

This CN scheme is the average of FTCS and BTCS schemes, thus is an implicit FDM having

trunaction error of order O(∆2τ +∆2S). The CN scheme can be written in the form of linear

system Au⃗i+1 + p⃗i+1 = Bu⃗i + q⃗i:
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a11 a12 0 · · · 0

a21 a22 a23
. . . ...

0 a23 a33
. . . 0

... . . . . . . . . . am−2,m−1

0 · · · 0 am−1,m−2 am−1,m−1





ui+1,1

ui+1,2

...

ui+1,m−2

ui+1,m−1


+



a10ui+1,0

0
...

0

am−1,mui+1,m



=



b11 b12 0 · · · 0

b21 b22 b23
. . . ...

0 b23 b33
. . . 0

... . . . . . . . . . am−2,m−1

0 · · · 0 bm−1,m−2 bm−1,m−1





ui,1

ui,2

...

ui,m−2

ui,m−1


+



b10ui,0

0
...

0

bm−1,mui,m


where p⃗i+1 and q⃗i are the vectors for the boundary values at τi+1 and τi, respectively, A and B

are the matrices of coefficients ajk, bjk, respectively,

aj,j = −1− 1

2
σ2j2∆τ − 1

2
r∆τ,

aj,j+1 =
1

4
κ (θ − ln (j∆S)) j∆τ +

1

4
σ2j2∆τ,

aj,j−1 = −1

4
κ (θ − ln (j∆S)) j∆τ +

1

4
σ2j2∆τ,

bj,j = −1 +
1

2
σ2j2∆τ +

1

2
r∆τ,

bj,j+1 = −1

4
κ (θ − ln (j∆S)) j∆τ − 1

4
σ2j2∆τ,

bj,j−1 =
1

4
κ (θ − ln (j∆S)) j∆τ − 1

4
σ2j2∆τ,

and with the initial condition ⃗u0 := (u0,1, u0,2, . . . , u0,m−1)
T. The CN scheme can be computed 

iteratively using u⃗i+1 = A−1(Bu⃗i + q⃗i − p⃗i+1), starting from the initial u⃗0 to the final u⃗n when 

τ = T .

FDMs for American option

According to results of Nonsoong [7], the analytical formula of American option prices on 

commodity requires the knowledge of the optimal early exercise curves, which is not accessible 

easily in practise. In this work, we adapt the concept of trinomial tree for American option 

introduced by Hull and White [6]. From the concept of trinomial tree, the price of American
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option at time t is the maximum value between the pay-off if the exercise occurs at time t 

and the discounted value of the expected pay-off of the next time step t + ∆t when it is not 

exercised, namely

V (t, S) = max{(ϕK − ϕS)+, e−r∆tE[(ϕK − ϕSt+∆t)
+|St = S]}.

where ϕ = 1 for put and ϕ = −1 for call. Based on this concept, the computation for the 

option price at time t can be computed backward from the exercised date T , where the pay-off 
is known as (ϕK − ϕS)+.

For FDMs, we can compute American option prices V (t, S) by estimating the 
discounted pay-off from the next time step e−r∆tE[(ϕK − ϕSt+∆t)

+|St = S] by solving PDE 

(5) or (6). To obtain all values at (t, S), we solve the PDE backward from the final time T to 

the current time t by updating the values for each time step, starting from the final time T .

Note that for PDE (6), at the final time T we have τ = 0 = τ0, and we know the 

condition u⃗0. The algorithm for finding option prices are given as follow.

Algorithm for FDMs for American option

Given initial vector u⃗0

for i = 0, 1, 2, . . . , n − 1 do

Solve if method = FTCS

ũi+1 = Aũi + b⃗i

else if method = BTCS

ũi+1 = A−1(ũi − b⃗i+1)

else if method = CN

ũi+1 = A−1(Bũi − p⃗i+1 + q⃗i)

end if

Update u⃗i+1 = max{ũi+1, (ϕK⃗ − ϕS⃗)+}
end for where: S⃗ = (S1, S2, . . . , Sm−1)

T and K⃗ = (K,K, . . . ,K)T, when ϕ = 1 for put option

and ϕ = −1 for call option.

Boundary condition (BC)

Since the FDMs are implemented on bounded sub-domain of the PDE, the suitable bound-

ary conditions are required for the methods. The BCs for European and American option are
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described as follows.

BCs of European option

Put option: When the underlying asset price S = 0, the put option must be exercised, and the

present value e−rτK. However, if the underlying asset price is Smax, one should not exercise

the put option, thus the value is 0. Thus, the BCs for put option are:

p(τ, 0) = e−rτK, p(τ, Smax) = 0. (8)

Call option: When the underlying asset price S = 0, one should not exercise the call option,

thus the value is 0. However, when the underlying asset price is Smax, one should exercise that

call option with the value is the price of option at (τ, Smax). Thus, the BCs for call option are:

c(τ, 0) = 0, c(τ, Smax) = e−rτ E
[
(ST −K)+|ST−τ = Smax

]
. (9)

For implementation, the BC c(τ, Smax) is taken from the analytical formula, the BS-type for-

mula presented in [7].

BCs of American option

Put option: Similar to European option, one should exercise put option immediately when the 

price of underlying asset is 0 with pay-off K, and should not exercise when the price is very 

high, Smax > K, thus the option value is 0. The BCs for put option are:

P (τ, 0) = K, P (τ, Smax) = 0. (10)

Call option: Similar to European call option, when the price of underlying asset is 0, one

should not exercise the call option, thus the value of option is 0. When the price of underlying

asset is high Smax, one should exercise the call option immediately with the pay-off Smax −K.

Therefore, the BCs for call option are:

C(τ, 0) = 0, C(τ, Smax) = Smax −K. (11)
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Monte Carlo simulation

Monte Carlo simulation relies on statistical property of a random process. This section provides 

details on the estimation of European option prices based on simulations of sample paths for 

prices of the underlying governed by the process (1). The simulations of sample paths of 

process (1) are given by the Euler-Maruyama method as follows.

Euler-Maruyama (EM) method

For St following the process (1), the EM method generate a sample path {Sti (ωk; S)} with S0 

= S according to the formula:

Sti+1
= Sti + κ(θ − lnSti)Sti∆t+ σStiN (0, 1)

√
∆t, (12)

where ti := i∆t, i = 0, 1, 2, . . . , n, ∆t = T/n, and N (0, 1) is the standard normal distribution

with mean 0 and variance 1, and for k = 1, 2, . . . ,M when M is the number of sample paths.

The European option price is computed based on the conditional expectation, and we

can estimate this value using the MC simulation. For example, the expected pay-off starting at

t = 0 with price S is estimated from

E[(ϕK − ϕST )
+ | S0 = S)] =

1

M

M∑
k=1

(ϕK − ϕST (ωk;S))
+,

where the expected value of ST given S0 = S is estimated from the average of the final values

ST (ωk;S) from M sample paths generated from S0 = S. In this case, the prices of European

option is the present value of the expected pay-off

v(0, S) = e−rT 1

M

M∑
k=1

(ϕK − ϕST (ωk;S))
+. (13)

The other values of v(t, S) can be obtained similarly by setting the initial St = S and generate

sample paths to get the final value ST (ωk).

Early exercise premium (EEP)

When comparing between the American and European options, we know that the prices of

American options are always higher that that from European, because the American options
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can be exercised anytime. The extra price paid for American options is know as the ‘early 

exercise price’ (EEP), defined as

W (t, S; ϕ) = V (t, S; ϕ) − v(t, S; ϕ),

where V (t, S) and v(t, S) are the prices of American and European options, respectively. In 

literature, Nonsoong [7] obtained analytical formula for American options on commodity based 
on the derivation of W (t, S) as a solution of PDE, however, the result relies on the assumption 

that the optimal exercise curve is known. In this work, we want to show that we can obtain this 

EEP numerically using FDMs, where the results are illustrated in the next section.

Numerical Experiments and Results:

To validate the accuracy of the three FDMs described in the previous section for finding 

option prices, we perform numerical experiments and compare the results with those obtained 

from MC simulations and from BS-type formula for European option prices.

The numerical examples will be implemented on Schwartz one-factor model when con-

sidering commodities with mean-reverting property as underlying assets. We set parameters 
for the process (1) as follows: the speed of adjustment of the price κ = 0.1, the long-run mean 

of the log price θ = 2, and the volatility of the price σ = 0.25. In order to obtain option prices, 

we assume that the options has the expiry date T = 1, the strike price K = 25, and the risk-free 

interest rate r = 0.05 for both put and call. The derivation of option prices for this underlying 

process are given as follows.

European option price

The European option prices for both put and call will be obtained by the three FDMs (FTCS, 

BTCS, and CN), and then compare with those results from BS-type formula and MC simula-

tions.

FDMs

For three FDMs (FTCS, BTCS, and CN) described in the previous sections, we set the follow-
ing parameters: the time step ∆t = 6.25×10−4, the price step ∆S = 0.625, so that the domain 

(t, S) ∈ [0, 1] × [Smin, Smax] is discretized by using (n, m) = (1600, 160), when using Smin = 0 

and Smax = 100.
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The results from the three FDMs of European option prices for put and call v(0, S), 

when the options start at t = 0 with initial underlying asset price S, are shown in Fig 1. The 

examples, Fig 2. shows 3D plots based on FTCS scheme for option prices v(t, S) that start at 
time t ∈ [0, 1] with initial underlying asset price S (Fig 2.a for put prices, and Fig 2.b for call 

prices).

BS-type formula

According to the BS-type formula (3) given previously, when applying the formula for the 

selected parameters, we have the followings.

m(1) = (lnSt)e
−0.1(1−t) + 0.03125

(
e−0.1(1−t) − 1

)
+ 2

(
1− e−0.1(1−t)

)
,

g(1) = 0.03125(1− e−0.2(1−t)), d1 =
ln 25−m(1)√

g(1)
, d2 = d1 −

√
g(1).

Since the BS-type formula provides analytical results for European option prices, thus, 

the results from BS-type formula is considered as exact solutions and will be used for checking 
the accuracy for the FDMs. The plots of put and call option prices v(0, S) from BS-type formula 

is shown in Fig 1.

Monte-Carlo simulation

To confirm the accuracy for the FDMs, in addition to BS-type formula, we perform MC simu-
lations to obtain European option prices by setting time step ∆t = 6.25 × 10−4 for EM 

method and using 10, 000 sample paths, namely, for EM method (12):

St+∆t = St + 0.1(2− lnSt)St6.25× 10−4 + 0.25StN (0, 1)
√
6.25× 10−4,

The European put and call option prices v(0, S) from MC simulations are also shown in Fig 1. 

for comparisons.

Comparison for European option prices

The results from three FDMs are compared with analytical solutions generated from BS-type 

formula and statistical results from MC simulations as shown in Fig 1. The plots of these
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results from all methods are well matched in Fig 1., which confirm and validate the accuracy 

of the three FDMs proposed in this work for European option prices.

In order to understand in detail on the accuracy of these methods, we also compare the 

absolute errors by using BS-type formula as the analytical solution. The absolute errors for 
put and call option prices v(0, S) from three FDMs (FTCS, BTCS and CN) and from MC 

simulations are shown in Table 1. We see that the results from the three FDMs are quite 
similar in terms of absolute error with small values (< 0.15), which implies that these three 

FDMs are quite accurate and their results are not so different. When comparing FDMs with 

MC simulations, results from MC seems to give a little smaller errors, however, in computation 

MC simulations take a long time to get more accurate values when compared to FDMs (data 

about time used are not shown).

0 10 20 30 40 50 60 70 80 90 100

S
0

0

10

20

30

40

50

60

v(
0,

S
0)

BS-type EU put
FTCS put
BTCS put
CN put
BS-type EU call
FTCS call
BTCS put
CN call
MC put
MC call

Figure 1.

European option prices v(0, S) from BS-type, FTCS, BTCS, CN and MC with K = 25,
T = 1, and r = 0.05 starting at t = 0 with initial underlying asset price S.
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Table 1.

Absolute errors of results from FDMs and MC when compared with BS-type result for
European option prices v(0, S).

Put options Call options
Spot FTCS BTCS CN MC FTCS BTCS CN MC

5 0.0402 0.0402 0.0402 0.0210 0.0000 0.0000 0.0000 0.0000
10 0.0742 0.0741 0.0741 0.0058 0.0000 0.0000 0.0000 0.0000
15 0.0954 0.0953 0.0954 0.0369 0.0020 0.0020 0.0020 0.0061
20 0.1166 0.1162 0.1165 0.0096 0.0099 0.0097 0.0098 0.0047
25 0.1229 0.1223 0.1226 0.0377 0.0060 0.0057 0.0059 0.0332
30 0.1008 0.1006 0.1008 0.0520 0.0243 0.0239 0.0241 0.0899
35 0.0660 0.0665 0.0663 0.0171 0.0659 0.0647 0.0654 0.0109
40 0.0365 0.0373 0.0369 0.0013 0.1013 0.0996 0.1005 0.1449
45 0.0180 0.0187 0.0184 0.0020 0.1250 0.1231 0.1241 0.0038
50 0.0082 0.0087 0.0084 0.0038 0.1394 0.1375 0.1385 0.0662

(a) Put option (b) Call option

Figure 2.

3D plots European option prices v(0, S) from FTCS scheme with K = 25, T = 1 and r = 0.05.

In the following Fig 3., we plot the put and call option prices v(0, S; K) (Fig 3.a and 

Fig 3.b, respectively) when the strike price K varies from 19, 21, …, 31. The behavior of 

prices for options agree with that studied in literature, namely, the put prices increase when 
strike prices K increase, and the call prices decrease when strike prices K increase.

American option prices

The settings for FDMs for finding American options prices are the same as that for European 

options, in terms of discretrization of the domain and schemes (FTCS, BTCS, and CN) and 

that for the option contracts. Note that, there will be no analytical results and MC simulations
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Figure 3.

European option prices v(0, S) with K = 19, 21, 23, 25, 27, 29, 31, T = 1 and r = 0.05.

for comparison to validate our results. However, the behavior of the results from FDMs will 

be given and compare with that in literature.

The plots of Figs 4. and 5. show the American option put and call prices, respectively. 

We can see that the results from these three FDMs are almost the same for both put and call 
prices. We can observe that the prices from FDMs converge to the pay-off (S − K)+ for 

call prices when S is high and to pay-off (K − S)+ for put prices when S is low, which is 

corresponding to the early exercises of the option, namely, one should exercise option when 

the starting underlying price is too high for call, and when the starting underlying price is too 

low for put. These results confirm that the prices generated from FDMs are accurate in this 

sense.
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Pay-off curve of put
FTCS put
BTCS put
CN put
EEP put

Figure 4.

American put option prices P (0, S) with K = 25, T = 1, and r = 0.05 starting at t = 0 and
Early exercise premium (EEP) for put.
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Figure 5.

American call option prices C(0, S) with K = 25, T = 1, and r = 0.05 starting at t = 0 and 
Early exercise premium (EEP) for call.

We also plot the early exercise premium (EEP) for both put and call options in Figs 4. 

and 5. respectively. These plots represent the differences between the American and European 

option prices, which can tell us about the values of option corresponding to the early exercises. 

Note that the EEP is non-negative, which shows that the American options prices is always 

higher that that of European option prices, due to the fact that the holder of American options 

can exercise the option at anytime before the expiration date.

(a) Put option (b) Call option

Figure 6.

American option prices V (0, S) with K = 19, 21, 23, 25, 27, 29, 31, T = 1 and r = 0.05.

Fig 6. shows 3D plots of American option prices V (t, S) from FTCS scheme for both 

put and call, for the price when it starts at t with initial underlying asset price S.
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Conclusion:

In this work we employed the finite different methods (FDMs) for finding option prices 

by solving parabolic partial differential equations (PDEs) generated from Feynman-Kac theo-

rem for the prices of options. The underlying assets for options are considered as commodities 

driven by Schwartz one-factor model, which represent a mean-reverting process for commod-

ity prices. Three finite different schemes (FTCS, BTCS, and CN) were adjusted to solve PDEs 

for European and American options, for both put and call. The accuracy of all three FDMs were 

validated and confirmed via numerical examples for European options by comparing with ana-

lytical results from BS-type formula and with Monte-Carlo simulations generated using Euler-

Maruyame method. The results for American options were also obtained accordingly, where 

behavior of option prices agree with results in literature. The results investigated in this work 

will be useful in practise due to the accuracy and efficiency of the methods, when dealing with 

options under Schwartz one-factor model, which can also modified for other underlying price 

processes such as CIR [10] or time-dependent parameter OU processes.
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Abstract:  

 

Quantum computing marks a significant advancement in computational paradigms, yet its 

applications are limited by the availability of qubits and the high costs of quantum hardware. 

In machine learning, a Quantum Neural Network (QNN) are gaining attention for their 

potential to enhance processing speeds and performance. However, their implementation 

remains unintuitive for many data scientists. This study presents the QNN Trainer, a tool 

designed to enable data scientists to easily experiment with a QNN. Tested with CSV files from 

publicly available datasets, our results demonstrate that a QNN can be effectively integrated 

with existing data, revealing insights into their speed and effectiveness. This work aims to 

enhance accessibility and experimentation in the intersection of quantum computing and 

machine learning. 

 

Introduction:  

 

Quantum Neural Network (QNN) [1], [2]represent a novel intersection of quantum 

computing and machine learning. QNN work by modeling a quantum circuit equivalent of 

traditional neural networks, allowing basic training and weight adjustment to be performed on 

a quantum computer. QNN has been explored in various studies, demonstrating their potential 

for improved speed and efficiency in learning tasks. However, despite the availability of 

libraries for developing QNN, many data scientists find these tools challenging to use due to 

their complexity and the steep learning curve associated with quantum programming [3]. 

 

When developing a quantum program for quantum machine learning, several libraries 

can be used. One well-known option is Qiskit by IBM [4], which offers a simulator for running 

on a local machine and an interface to submit jobs to an actual quantum machine on IBM's 

network. Another prominent library is PennyLane.ai [5], specifically designed for developing 

quantum machine learning models such as QNN. Despite the availability of these libraries, the 

learning curve for new data scientists working on QNNs remains steep due to the time and 

effort required to implement them. 

 

To address these challenges, we propose the QNN Trainer, an intuitive graphical user 

interface (GUI) designed specifically for data scientists who may not have extensive 

backgrounds in quantum computing. The QNN Trainer simplifies the process of developing 

and experimenting with QNN by allowing users to easily load CSV files, select quantum 

backends, and submit jobs for execution without requiring deep technical knowledge of 

quantum mechanics. This streamlined approach not only enhances accessibility but also 

encourages broader experimentation with QNN, facilitating the integration of quantum 

computing into mainstream data science practices. 
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Related Technologies and Studies: 

 

Related technologies and studies that are described in this section are (1) Quantum 

Neural Network, and (2) Quantum Computing Libraries.  They are described as follows. 

 

A.  Quantum Neural Network 

 

Quantum Neural Network (QNN) [6]is a quantum program that is designed to combine 

concepts of a traditional Artificial Neural Network (ANN) [7]with quantum programming to 

develop an equal representation of ANN in a quantum circuit form such that, a train / test 

mechanism as done in ANN can be carried out in a quantum computer machine.    A simple 

quantum version of ANN is represented in Figure 1. 

 

 
 

Figure 1: A QNN circuit using ZZFeatureMap and TwoLocal1 

 

Figure 1 depicts a simple quantum version of a traditional artificial neural networks.  

The network involves two main part which are (1) ZZFeatureMap [8]  and (2) TwoLocal [9].  

It should be noted that the figure consists of two main circuit rows. The second row is actually 

a continuation of the first row, but they are written in two separate rows to ensure the diagram 

fits on the page. The figure shows a circuit with 4 input qubits, with ZZFeatureMap and 

TwoLocal connected to each other. The details of ZZFeatureMap and TwoLocal are as follows. 

 

- ZZFeatureMap 

 

  ZZFeatureMap is the first part of QNN which involve converting numerical data from 

dataset into a format capable to be used in quantum computer.  This is done by using a 

controlled-Z gate which can be used to rotate Qubit in a specific angle such that, their rotation 

angle can represent a numerical value of the data to be represented.  This process is done to 

ensure that we can have enough feature spaces to train the model while using a smaller number 

of qubits [8].  The data can be later sent to TwoLocal layer, which is the next part of QNN. 

 

 
1 https://medium.com/swlh/qa2-explaining-variational-quantum-classifiers-b584c3bd7849 
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- TwoLocal 

 

TwoLocal, so called a Variational Ansatz circuit [9], is used in QNN to replicate an 

activation function and training process of a traditional ANN.  Ansatz circuit is involves 

rotating a single qubit and entangling two entangling qubits gate such that their values can be 

later adjusted by adjusting the rotation, which later makes related entangling qubits value to 

change, in the same way that ANN can use just training weight during learning process.  

TwoLocal uses a process so called Variational Quantum Eigen (VQE) [10] solver to carry the 

same process.   The number of parameters that can be tuned or adjusted can be increased by 

increasing number of TwoLocal layers, referring as increasing number of repetitions. 

 

A combination of ZZFeatureMap and TwoLocal helps to represent a quantum version 

of ANN in quantum computer that can be used for training any data that can be used in a 

traditional feedforward ANN.  

 

 

B. Quantum Programming Library 

 

A quantum programming library is a type of software that assists researchers and 

developers in creating, testing, and executing quantum algorithms on quantum computers. 

These libraries simplify the process of building quantum circuits and performing quantum 

operations without requiring in-depth knowledge of the underlying hardware. By providing 

user-friendly tools and clear documentation, quantum programming libraries enable users to 

explore the capabilities of quantum computing for various applications, including machine 

learning, optimization, and cryptography.  
 

- Qiskit  [4] 

 

Qiskit is one of the most widely used quantum programming libraries, developed by 

IBM. It offers a comprehensive set of tools for constructing and managing quantum circuits, 

simulating quantum systems, and executing algorithms on IBM's quantum hardware. Qiskit is 

organized into several components, including Terra (for circuit construction), Aer (for 

simulation), and Ignis (for error mitigation). This modular design allows users to create 

complex quantum applications while utilizing extensive tutorials and guides. Qiskit also 

supports the integration of classical and quantum computing, making it a suitable choice for 

hybrid algorithms that leverage both types of computing.  

 

- CirQ  [11] 

 

CirQ is another prominent quantum programming library, developed by Google. It is 

specifically designed for creating, simulating, and running quantum circuits on Google’s 

quantum processors. CirQ emphasizes flexibility and usability, allowing users to define custom 

quantum gates and operations. This library is particularly well-suited for research and 

experimentation with quantum algorithms, as it provides tools for building and optimizing 

quantum circuits. CirQ integrates seamlessly with Google’s quantum hardware, enabling users 

to test their algorithms on actual quantum devices. Its focus on performance and ease of use 

makes it a valuable resource for researchers in the field of quantum computing.  
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- PennyLane [5] 

   

PennyLane is a quantum programming library that focuses on the integration of 

quantum computing with machine learning. Developed by Xanadu, PennyLane allows users to 

create quantum circuits that can be optimized using gradient-based methods. This capability is 

particularly useful for applications in quantum machine learning. The library supports various 

quantum devices and simulators, enabling users to execute their algorithms on different 

platforms. PennyLane’s approach to combining quantum computing with machine learning 

techniques provides new opportunities for research and application, making it a significant tool 

for those investigating the intersection of these two fields. 

 
There are also other library or framework such as Amazon Braket which allows us to 

experiment on quantum computing through a web service API Gateway [12]. Though the 

availability of Quantum Programming library is widely available. Developing them is still 

required a steep learning curved which make it difficult for a data scientist to develop a QNN 

model. 

 

Methodology:  

 

In this study, we propose a software named QNN Trainer. As the name suggests, this 

software is a program that allows any data scientist to develop a QNN model easily. The 

technology stack used for developing our QNN Trainer, currently QNN Trainer v0.1.0, is as 

follows. 

 

- Based programming language :      Python 3.10 

- Graphical User Interface Library :  Pyside 6 

- Quantum Programming Library :   PennyLane 0.37.0 

- Training Library Backend :   Tensorflow 2.15 

- Physical Quantum Backend Library:  Qiskit 0.11.0 

 

 

The main GUI of QNN Trainer is depicted in Figure 2 as follows. 

 

 
Figure 2:  QNN Trainer Main GUI  
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 The main GUI of QNN Trainer allows users to upload CSV data into the program. In 

this version, only a simple UTF-8-based CSV file, where each line contains solely numerical 

data and the final data column contains a classified class, is supported. The program still does 

not include a built-in data cleaning tool. Data scientists will need to prepare and clean their 

data beforehand before using QNN Trainer.  

 

After the data file is selected, users can choose a quantum machine to run the program 

on. The implementation is based on the Pennylane library. Thus, in this version, we support 

quantum machines as listed in the current Pennylane-supported library. The supported quantum 

machines are detailed in Table 1 as follows. 

 

Table 1:  Supported quantum machine backend in QNN Trainer v0.1.0 

 

Quantum Machine Description 

default.qubit   Pennylane quantum circuits simulator 

lightning.qubit  High performance quantum circuits simulator which supports 

noise modeling  

qiskit.aer   IBM Qiskit quantum simulator which support both ideal case 

simulation and noisy quantum simulation 

qiskit.ibmq  A physical quantum machine on IBM Q cloud 

 

 After selecting a quantum machine backend, QNN Trainer supports a PCA-based 

feature selection technique. This feature arises from the necessity of having one qubit per 

feature, which can be costly. Therefore, it is essential to optimize the number of features sent 

to the QNN training process. Users can simply select the number of features to be used via the 

GUI, and the program will automatically (1) select the required features, (2) create a 

ZZFeatureMap layer with a number of qubits corresponding to the selected features, (3) 

construct a TwoLocal layer with specific number of repetitions and connect it to the 

ZZFeatureMap, and (4) initiate the training process using PennyLane with the Keras library as 

the backend. A screenshot of the training process is shown in Figure 3 below. 

 

 
 

Figure 3:  Screenshot of the training process of QNN Trainer  

 

 It can be seen from Figure 3 that the training process of QNN Trainer relies on Keras 

Layer backend of PennyLane library.  This means that the training process is relied on Keras 
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libray which makes screenshot as in Figure 3 similar to a traditional ANN training using Keras.  

The sourcecode of QNN Trainer is available online on GIthub on 

https://github.com/meen2161/QNN-Trainer 

 

Validation Results and Discussion 

 

To validate our QNN Trainer, we have tested our program using several benchmarking 

datasets. The selected datasets used to validate our program are (1) PIMA Indian Diabetes2, (2) 

Heart Attack Analysis & Prediction3, and (3) COVID Patient4.It is important to note that model 

accuracy or loss is not the primary objective of this validation process, as this study focuses on 

developing a QNN training tool. Therefore, we conducted a thorough test on all supported qubit 

machine backends and evaluated the running time of each quantum simulator backend for 50 

epochs. The time taken for training each dataset for 50 epochs on each backend is presented in 

Table 3. 

 

Table 3:   Running time of training each selected dataset for 100 epochs on each quantum 

backend 

 

Dataset Running time on Quantum Simulator Backend (seconds) 

default.qubit lightning.qubit qiskit.aer 

PIMA  60 127 3,001 

COVID Patient 271 564 12,390 

Heart Disease 26 51 1,126 

 

 

The table presents the running times of the QNN Trainer on three different quantum 

simulator backends—default.qubit, lightning.qubit, and qiskit.aer—across three distinct 

datasets: PIMA Indian Diabetes, COVID Patient, and Heart Disease. The results indicate that 

the default.qubit backend generally exhibits the shortest running times, with PIMA taking 60 

seconds, COVID Patient taking 271 seconds, and Heart Disease taking only 26 seconds. In 

contrast, the lightning.qubit backend shows longer running times, with PIMA at 127 seconds, 

COVID Patient at 564 seconds, and Heart Disease at 51 seconds. The qiskit.aer backend 

demonstrates the longest running times across all datasets, with PIMA taking 3,001 seconds, 

COVID Patient taking 12,390 seconds, and Heart Disease taking 1,126 seconds. These results 

highlight significant variations in performance among the different quantum simulator 

backends, suggesting that the choice of backend can greatly influence the time required to run 

QNN training process.    

 

It is important to note that in this experiment, a shorter running time does not necessarily 

indicate better performance due to the differences in the nature of each simulator. In this case, 

default.qubit may run faster than the other simulators because it does not account for quantum 

noise simulation, which may occur on a physical machine. Lightning.qubit incorporates 

quantum noise simulation, resulting in longer running times. Qiskit.aer offers both ideal and 

noisy simulations, which may require longer running times but can provide a more accurate 

 
2 https://www.kaggle.com/datasets/uciml/pima-indians-diabetes-database 
3 https://www.kaggle.com/datasets/rashikrahmanpritom/heart-attack-analysis-prediction-dataset 
4 https://www.kaggle.com/datasets/meirnizri/covid19-dataset/code 
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qubit simulation than the others. Researchers should carefully plan when designing their QNN 

networks on simulator to test their networks on.  

 

 

Conclusions and Future Work 

In this study, we introduce QNN Trainer, currently at version 0.1.0. QNN Trainer is 

designed to help users develop their own Quantum Neural Network (QNN) models utilizing 

the ZZFeatureMap and TwoLocal circuit. This software allows data scientists to upload a CSV 

file and initiate the QNN training process without needing to manually program the QNN 

model. 

 

As the current version is hard-coded with a specific QNN-based structure, our future 

work will focus on two main areas: (1) expanding the range of available models to include 

options such as the Quantum Support Vector Machine (QSVM) or alternative QNN variants 

that do not rely on the ZZFeatureMap and Ansatz, like the EstimatorQNN, and (2) further 

investigating the parameters of the ZZFeatureMap and Ansatz, including the impact of Ansatz 

repetitions on accuracy and the effects of using different observation operators (e.g., 

transitioning from Hermitian to Pauli operators). 
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Abstract:  

In this paper, we provide solution sets of two-term quadratic equations with some unknowns 

are replaced by the floor function of an unknown, namely , , 

, , , ,  and 

. 

 

Introduction:  

For a real number , the floor function of , denoted by , is the greatest integer less than or 

equal to . We have basic properties about the floor function which we often use in this 

article as follows:  

1)  if and only if . 

2)  for every .  

3) for every  for every    if and only if .  

4) for every  for every    if and only if . 

The floor function is usually introduced in Calculus where the limit and continuity are 

considered, see [1] In addition, it is also useful in several branches of mathematics or 

business where we need to use the greatest integer value of that real number instead of its 

own value. In mathematics competitions, we also encounter equations involving floor 

functions. It is very interesting that if the equation involving the floor function is given, then 

whether we can find the complete solution set for it or not. Of course, one can try by 

considering polynomial equations with some unknowns are replaced by . For linear 

equation, , it is very easy to find the complete solution set depending on the 

parameters  and .  Thus, in this article, we would like to explore some quadratic equations 

involving floor functions in the unknown. Matsko [2] analyzed behaviors of solutions of 7 

quadratics equations involving floor functions namely, 

E1)  E2)   

E3)  E4)  

E5)  E6)  

E7)   

However, the complete solutions for these 7 equations depending on the parameters  and  

are not provided. This article presents the complete solutions for some of these equations for 

the cases  or .    

 

Methodology:  

Case    

First, let us consider the case where . E1) – E7) becomes only 3 forms which are  

,  and . 

Theorem 1 provides the complete solution set for the first 2 equations above. 
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Theorem 1 (i)  has a solution if and only if  is a square integer. In the case that 

it has a solution, the solution set is  . 

(ii)  has a solution if and only if . In the case that it has a solution, 

the solution set is . 

Proof (i) Let  be a solution of . Then, . Thus,  is a square integer. 

Next, let  be a square integer. There is an integer  such that . Thus, 

 has a solution. In the case that  has a solution, let 

. Then, . Since  is a square integer,  or . 

By the property of floor function, we have  if and only if 

 or . 

          (ii) Let  be a solution of  . Then, . Thus,  is a nonnegative 

integer. Next, let  be a nonnegative integer. Then, choose , we have 

. In the case that  has a solution, let 

. Then, . By the property of floor function, . 

Since  is a nonnegative integer and  if and only if 

, the proof is complete.        

            
For the last equation . If , by the fact that  if and only if , 

it is easy to see that the solution set is . Thus, for the case , we give the solution set 

of this equation in Theorem 2.   

Theorem 2 Let  and  be a solution set of . 

(i) If there is an  such that , then . 

(ii) If there is an  such that , then . 

(iii) If there is an  such that , then . 

(iv) If  or there is an  such that , . 

Proof (i) Assume that there is an  such that .  

Let . Then,  and . Thus, , i.e., .  

Next, suppose that . 

Case . There exists a positive integer  such that , i.e.,  

. Thus, . 

  If , then . Thus, . 

  If , then  and we have .  

Thus, . 

Case . Then, .  

Case . Then, . Thus, . 

Case . Then, . Thus, .   

These 4 cases imply that .        

(ii) Assume that there is an  such that . Let .  

Then,  and . Thus, , i.e., .  

Next, suppose that . 

Case . There exists a positive integer  such that , i.e., 

. Thus, . 

  If , then  and we have .  

Thus, . 
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  If , then . Thus, . 

Case . Then, .  

Case . Then, .  

Thus, .      

Case . Then, . Thus,         

These 4 cases imply that .        

(iii) Assume that there is an  such that . Let .  

Then, . Next, suppose that .  

Case . Then,  and . 

Case . Then,  and . 

Case . Then,  and .            

Case . Then,  and . 

These 4 cases imply that .        

(iv) Assume that  or there is an  such that . 

Case . Let . Then, .  

Case there is an  such that . Let . Thus, . 

  If ,  then . Thus, 

.  

That is  and .  

However, , i.e., . 

We have that  and . 

Thus,  and  which contradicts with . 

  If ,  then . Thus,  

.  

That is  and .  

However, . We have that  

 and  

. Thus,  and  which  

contradicts with .               

Case  

First, we consider some easier equations where there are common factors among 2 terms in 

the equations which are E1, E3 and E5. 

Theorem 3 Let  be a solution set of . 

(i) If , then . (ii) If , then . 

Proof (i) Assume that . Let  Then,  or .  

if and only if  

          (ii) Assume that . 

Let  Then,  and .  

Next, suppose that . Then,  Since , .  

Thus, .                              

Theorem 4 Let  be a solution set of . 

(i) If , then . (ii) If , then . 

Proof (i) Assume that . Let  Then,  or .  
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if and only if  

          (ii) Assume that . Let  Then, . Next, suppose 

that . Since , . Thus, .                          

Theorem 5 Let  be a solution set of . 

(i) If , then    

(ii) If , then . 

Proof (i) Assume that . Let   

Then, . Thus, . Next, suppose that . 

Case . Then,  and Thus, . 

Case . Then,  and . Thus, . 

These 2 cases imply that .  

      (ii) Assume that . Let .  

Then,  or  if and only if .                

Next, we consider equations E2 and E6 which cannot be factorized and the unknown does not 

involve .  

Theorem 6 Let  be a solution set of . 

(i) If there is an  such that , then . 

(ii) If there is an  such that , then . 

(iii) If there is an  such that , then . 

(iv) If there is an  such that ,  

then . 

(v) If  then . 

(vi) If  then . 

(vii) If  then . 

(viii) If  then . 

Proof (i) Assume that there is an  such that . We have that 

. Let .  

If , then . 

If , then . Thus, . 

Next, suppose that . 

Case . Then, . 
Case . Then,  .  

Hence, . 

Case . Then, . We have that . 

Case . Then, . We have that . 

Case . Then, .  

We have . 

These 5 cases imply that .        
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(ii) Assume that there is an  such that . If  then 

. Let . 

Case . Then, . 

Case . Then, .  

We have that . 

Case . Then, . 

These 3 cases imply that .        

(iii) Assume that there is an  such that .  

We have   

and .  

If  or  or , then  or  or , 

respectively. Thus,  or  or 

, respectively.  

Now, suppose that . 

Case . Then,   

Case . Then, . We have that . 

Case  . Then, we consider the followings 

If , then . Thus, . 

If , then there is a positive integer   

such that , that is, . Note that 

  

, where the last inequality follows from the fact that .  

It is easy to see that if , then  

is an increasing function. If , then . In addition.  

 
Thus, for , we have . 

Case . Then, .  

We have that . 

Case . Then, .  

We have that . 

Case . Then, there is a positive integer  such that  

, that is, . Note that 

, where the last inequality follows from the fact that .  
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It is easy to see that if , then 

 is an increasing function on . 

Thus, for , we have  

 

These 6 cases imply that .   

(iv) Assume that there is an  such that . We have 

,  and 

. If  or  or  or 

, then  or  or  or , respectively. 

Thus,  or  or 

 

or  respectively.  

Now, suppose that  

Case . Then,  . 

Case . Then, . We have that . 

Case . Then, we consider the followings 

If  , . We have that . 

If , where , then there is a positive integer   

such that , that is, . Note that  

, 

where the last inequality follows from the fact that . If 

, then  and , done. Let  and 

. It is easy to see that if , then  is a 

decreasing function. While, if  , then  is an 

increasing function. Notice that . We 

can conclude that .   

Case . Then, .  

             We have that . 

Case . Then, .  

We have that . 

Case . Then, .  

We have that . 

Case . Then, .  

We have that . 

Case , then there is a positive integer   

such that , that is, .  

Note that  
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, where the last inequality follows from the fact that . It is easy to see that if 

, then  is an increasing function.  

Thus, for , we have 

 . 

These 8 cases imply that .   

(v) It is done since  if and only if .     
(vi) Let  If , then . Let . 

Case . Then, . 

Case . Then, . We have that . 

Thus, . 

These 2 cases imply that .   

(vii) Let  We have . Let . If , then 

. If , then . Thus, .  

Now, suppose that . 

Case . Then,  

Case . Then, . Thus, . 

Case . Then, . Thus,  

Case . Then, . We have that . 

Thus, . 

These 4 cases imply that .   

(viii) Let . We have   and . Let . If 

, then .  Thus, . If , then 

.  Thus, . Finally, If , then . 

Next, suppose that . 

Case . Then, . 

Case . Then, . Thus, . 

Case . Then, . Thus, . 

Case . Then, . Thus, . 

Case . Then, . Thus, . 

 Case . Then, .  
We have that . Thus, . 

These 6 cases imply that .             

Theorem 7 Let  be a solution set of . 

(i) If there is an  such that , then . 
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(ii) If there is an  such that , then  . 

(iii) If , then . 

(iv) If , then . 

(v) If  then . 

(vi) If there is an  such that , then  

. 

(vii) If there is an  such that , then  

. 

Proof (i) Assume that there is an  such that . We have that 

. Then, . If , 

then . If , then . 

Next, suppose that . 

Case .  . 

Case . Then, . Thus, . 
Hence,  . 

Case . Then, . Thus, .  

Hence,  . 

These 3 cases imply that .   

(ii) Assume that there is an  such that . We have that 

 .  

Then,  and . If , then       

. If , then 

. If , then . Next, suppose that 

. 

Case . Then, . 

       Case . Then, . Thus . Hence,  

. 

Case . Then, 

If , then . Thus, .  

Hence,  . 

If , then . Thus,  

      . Hence,  . 

Case . Then, .  

Thus, . Hence,  . 

These 4 cases imply that .   

(iii) Let . If , then . Let . 

Case . Then,  

Case . Then, 

  If , then . Thus,  

If , then . Thus, . 
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These 2 cases imply that .   

(iv) Let . If , then . If , then 

 and we have .  Next, suppose that . 

Case . Then, . 

Case . 

  If , then . Thus, . 

If , then . 

If , then . 

These 2 cases imply that .   

(v) Let .  

If , then . If , then  and we have 

. If , then  and we have 

. Next, suppose that . 

Case . Then, . 

 Case  

If , then . Thus, . 

  If , then . 

If , then . 

If , then .  

Note that for , .    

If , then . 

These 2 cases imply that .         

(vi) Assume that there is an  such that .  

We have that  and  

.  

Then,  and .  

Let . If , then .  

If , then .  

If , then . Next, suppose that 

. 

Case . Then, . 

Case . Then, . Thus, . 

Case  . Then, we consider the followings 
If , then there is a positive integer   

such that , that is, .  

Note that  

,  

where the last inequality follows from the fact that .  
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Let . It is easy to see that if , 

then  is an increasing function.  

If , then .  

In addition,  

 and . Thus, for , we 

have . 

If , then .  

Thus,   

Case . Then, .  

We have that . Hence,  . 

Case . Then, . 

Thus, . Hence,  . 

Case  Then, .  

Thus, . Hence,  . 

These 6 cases imply that .   

 (vii) Assume that there is an  such that  

We have that , 

, and  

. Then, ,  and 

. Let .  

If , then . If , then .  

If , then .   

If , then .  

Next, suppose that . 

Case . Then, . 

Case . Then, . Thus, . 

Case  . Then, we consider the followings 
If , where , then there is a positive integer   

such that , that is, . Note that 

 , 

where the last inequality follows from the fact that .  

If , then  and , done. Let  and 

.  It is easy to see that if , then  is a 

decreasing function. While, if  , then  is an 

increasing function. Notice that .  

We can conclude that .  

If , then . Thus,  . 

Case . Then .  
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Thus, . Hence,  . 

Case . Then .  

Thus, . Hence,  . 

Case . Then .  

Thus, . Hence,  . 

Case . Then .  

Thus, . Hence,  . 

Case . Then .  

Thus, . Hence,  .    

These 8 cases imply that .           

 

Results:  

It is shown that the existence of solutions to E1 – E7 in the case that  depends on the 

property of . This is because the range of the floor function can only be integers.    

Equation Condition Solution set 

   

   

    

   

  

  
Table 1 solution sets of E1 – E7 in the case that  

On the other hand, for , we have that  is always one of our solutions for E1 – E7. 
Conditions on  determine whether the solution includes other real numbers rather than  or 

not.  However, for this case, we can extract the solution sets only for E1, E2, E3, E5 and E6. 

Equation Condition Solution set 

   
.  

   
.  

   

  

     

 

or  
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Table 2 solution sets of E1, E2, E3, E5 and E6 in the case that  

From the results, one may realize that some solution sets may be finite while some are 

infinite. In addition, for the finite case, there may be more than 2 solutions compared to the 

solution of a regular quadratic equation.   

 

Conclusion and Discussion:  

It can be seen that exploring the set of solutions for equations E4 and E7 in the case that 

 is difficult due to the term . Of course, some mathematical programming packages, 

like Mathematica, will be useful to collect data and notice the relation between each 

parameter  and the solutions. Thus, our future work is trying to find all solutions to 

equations E4 and E7 in this case. We also try to cooperate parameters  and  together in 

each equation which will be more complicated.     
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Abstract:  

Center coloring is a type of the vertex coloring of the simple connected graph 𝐺 . The center 

coloring of the graph 𝐺 is an assignment of colors to each vertex 𝑣 of  𝐺, such that different vertex 

distance from the center are assigned different colors. The center coloring number of the graph 𝐺, 
denote 𝐶𝑐(𝐺), is the minimum number of colors required for the center coloring of 𝐺. In this paper 

we consider on the center coloring number of the new graph obtained by the corona product of the 

path  𝑃𝑛 and the cycle 𝐶𝑚.   

 

Introduction:  

Let 𝐺 be the simple graph with a nonempty vertex set 𝑉(𝐺) and an edge set 𝐸(𝐺). The elements 

of  𝑉(𝐺)  are called vertices and the elements of  𝐸(𝐺)  are called edges. The endpoints of an edge 

𝑒 = 𝑢𝑣 is the set of two vertices 𝑢 and  𝑣 connects to each edge 𝑒 = 𝑢𝑣. The vertices 𝑢 and  𝑣 are 

in the endpoint of each edge 𝑒 are called incident with the edge 𝑒. The vertices which are incident 

with a common edge are adjacent. A path 𝑣0 − 𝑣𝑘 in a graph 𝐺 is an alternating sequence   

𝑣0𝑒1𝑣1𝑒2 … 𝑒𝑘𝑣𝑘, 
of vertices and edges in 𝐺 such that 𝑒𝑖 = 𝑣𝑖−1𝑣𝑖 and the vertices in a sequence are distinct. The 

graph 𝐺 is connected if for every pair of a vertex 𝑢 and a vertex 𝑣, there is a path from a vertex 𝑢 

to a vertex 𝑣. The length of the path in the graph 𝐺 is the number of edge-steps in the path. The 

distance 𝑑(𝑢, 𝑣) from a vertex 𝑢 to a vertex 𝑣 in the graph 𝐺 is the length of the shortest 𝑢 − 𝑣 

path. The eccentricity of a vertex 𝑣 in the graph 𝐺, denote by 𝑒(𝑣), is the distance from 𝑣  to a 

vertex farthest from 𝑣. That is  

𝑒(𝑣) = max
𝑢∈𝑉(𝐺)

{𝑑(𝑢, 𝑣)}.   

The graph 𝐺 with the eccentricity of every vertices shown in Figure 1. 

 

  
 

Figure 1.  
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The radius of the graph G, denoted 𝑟𝑎𝑑(𝐺), is the minimum of the vertex eccentricities. That is  

𝑟𝑎𝑑(𝐺) = min
𝑣∈𝑉(𝐺)

{𝑒(𝑣)}. 

A central vertex 𝑣  of the graph 𝐺 is a vertex with minimum eccentricity. Thus, 𝑒(𝑣) = 𝑟𝑎𝑑(𝐺). 
in Figure 1, 𝑑 and 𝑒 are central vertex of  graph 𝐺, shown in Figure 2. 

 

 

 

 

 

 

 

Figure 2.  

 

The center of the graph 𝐺 is the subgraph induced by the set of central vertices of 𝐺. The graph is 

self-centered if every vertex is in the center. For more detail in basic concept of graph theory, the 

reader can see in Gross and Yellen1 and Bondy and Murty2. The center coloring of the graph 𝐺 

was introduced by Yorgancioglu et al.3. The center coloring of the connected graph 𝐺 is an 

assignment of colors to each vertex of  𝐺, such that different distance vertices from the center are 

assigned different colors. The center coloring number of a connected graph 𝐺, denote 𝐶𝑐(𝐺), is 

the minimum number of colors required for the center coloring of 𝐺. In 2018 Yorgancioglu et al.4 

was shown the relation between the center coloring and the other colorings of the connected graph. 

Yorgancioglu and Dündar5 studied the behavior of the center coloring of the new graphs obtained 

by some graph operations.  

Let 𝐺 and 𝐻 be the simple connected graph. The Corona Product graph 𝐺 ∘ 𝐻 is defined 

as the graph obtained from the graph 𝐺 and the graph 𝐻 by taking one copy of 𝐺 and |𝑉(𝐺)|  copies 

of  𝐻 and then joining by an edge such that each vertex of the ith vertex of 𝐺 to every vertex in the 

ith copy of  𝐻. The corona product graph 𝑃2 ∘ 𝐶3 and 𝐶3 ∘ 𝑃2 shown in Figure 3 respectively.  

 

 
            

 
   

Figure 3.  
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In this paper, we consider the center coloring of the corona product graph  𝑃𝑛 ∘ 𝐶𝑚  and  𝐶𝑚 ∘

𝑃𝑛 and we get center coloring number of the new graph 𝐶𝑐(𝑃𝑛 ∘ 𝐶𝑚) and 𝐶𝑐(𝐶𝑚 ∘ 𝑃𝑛). 

 

Methodology:  

Studying on the corona product of the graph 𝑃𝑛 ∘ 𝐶𝑚 is formed by taking one copy of  𝑃𝑛 and 

|𝑉(𝑃𝑛)| copy of  𝐶𝑚 and then connecting the ith vertex of the path 𝑃𝑛  to every vertex in the ith copy 

of the cycle 𝐶𝑚. Finding the center coloring number of the new graph  𝑃𝑛 ∘ 𝐶𝑚 . The center coloring 

number of 𝑃1 ∘ 𝐶𝑚 where 𝑚 = 3,4,5 shown in Figure 4. The center coloring number of 𝑃3 ∘ 𝐶𝑚  

where 𝑚 = 3,4 shown in Figure 5. The center coloring number of 𝑃5 ∘ 𝐶𝑚 where 𝑚 = 3,4 shown 

in Figure 6. The center coloring number of 𝑃7 ∘ 𝐶𝑚 where 𝑚 = 3,4 shown in Figure 7.  

 

Figure 4. 

 

In Figure 4, the path 𝑃1 has the vertex 𝑣1 as the central vertex. Therefore, 𝐶𝑐(𝑃1) = 1. For the 

graph 𝑃1 ∘ 𝐶3  has all vertices as central vertices. Since the eccentricity of all vertices is 1, Since 

the eccentricity of central vertices (a maximum distance between the center of the graph and any 

other vertices of the graph) is 0 Therefore, 𝐶𝑐(𝑃1 ∘ 𝐶3 ) = 1. For the graphs 𝑃1 ∘ 𝐶4  and  𝑃1 ∘ 𝐶5  

also have  𝑣1  as the central vertex. Since the eccentricity of central vertices is 1 Therefore, 

𝐶𝑐(𝑃1 ∘ 𝐶4 ) = 𝐶𝑐(𝑃1 ∘ 𝐶5 ) = 2, is determined by the following colorings: Color 1 for the central 

vertex, and Color 2 for the vertices at a distance of 1 from the central vertex. 

 
Figure 5. 

 

In Figure 5, the path 𝑃3 has the vertex 𝑣2 as the central vertex. Since the eccentricity of central 

vertices is 1 Therefore, 𝐶𝑐(𝑃3) = 2. For the graphs 𝑃3 ∘ 𝐶3  and  𝑃3 ∘ 𝐶4  also have  𝑣2  as the central 
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vertex. Since the eccentricity of central vertices is 2 Therefore, 𝐶𝑐(𝑃3 ∘ 𝐶3 ) = 𝐶𝑐(𝑃3 ∘ 𝐶4 ) = 3, is 

determined by the following colorings: Color 1 for the central vertex, Color 2 for the vertices at a 
distance of 1 from the central vertex, and Color 3 for the vertices at a distance of 2 from the central 

vertex. 

 
Figure 6. 

 

In Figure 6, the path 𝑃5 has the vertex 𝑣3 as the central vertex. Since the eccentricity of central 

vertices is 2 Therefore, 𝐶𝑐(𝑃5) = 3. For the graphs 𝑃5 ∘ 𝐶3  and  𝑃5 ∘ 𝐶4  also have 𝑣3 as the central 

vertex. Since the eccentricity of central vertices is 3 Therefore, 𝐶𝑐(𝑃5 ∘ 𝐶3 ) = 𝐶𝑐( 𝑃5 ∘ 𝐶4 ) = 4, 

is determined by the following colorings: Color 1 for the central vertex, Color 2 for the vertices at 

a distance of 1 from the central vertex, Color 3 for the vertices at a distance of 2 from the central 

vertex, and Color 4 for the vertices at a distance of 3 from the central vertex. 

 

  Figure 7. 

 

In Figure 7, the path 𝑃7 has the vertex 𝑣4 as the central vertex. Since the eccentricity of central 

vertices is 3 Therefore, 𝐶𝑐(𝑃7) = 4. For the graphs 𝑃7 ∘ 𝐶3   and  𝑃7 ∘ 𝐶4  also have 𝑣4 as the central 

vertex. Since the eccentricity of central vertices is 4 Therefore, 𝐶𝑐(𝑃7 ∘ 𝐶3 ) = 𝐶𝑐( 𝑃7 ∘ 𝐶4 ) = 5, 

is determined by the following colorings: Color 1 for the central vertex, Color 2 for the vertices at 

a distance of 1 from the central vertex, Color 3 for the vertices at a distance of 2 from the central 

vertex, Color 4 for the vertices at a distance of 3 from the central vertex, and Color 5 for the vertices 

at a distance of 4 from the central vertex. 
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The center coloring number of 𝑃2 ∘ 𝐶𝑚 where 𝑚 = 3,4 shown in Figure 8. The center 

coloring number of 𝑃4 ∘ 𝐶𝑚  where 𝑚 = 3,4 shown in Figure 9. 

 

 

  Figure 8. 

 

In Figure 8, the path 𝑃2 has vertices 𝑣1 and 𝑣2 as central vertices. Therefore, 𝐶𝑐(𝑃2) = 1. For the 

graphs 𝑃2 ∘ 𝐶3 and 𝑃2 ∘ 𝐶4  also has 𝑣1 and 𝑣2 as central vertices. Since the eccentricity of the 

central vertices is 1 Therefore, 𝐶𝑐(𝑃2 ∘ 𝐶3 ) = 𝐶𝑐(𝑃2 ∘ 𝐶4 ) = 2, is determined by the following 

colorings: Color 1 for the central vertex, and Color 2 for the vertices at a distance of 1 from the 

central vertex. 

 

  Figure 9. 

 

In Figure 9, the path 𝑃4 has vertices 𝑣2 and 𝑣3 as central vertices. Since the eccentricity of central 

vertices is 1 Therefore, 𝐶𝑐(𝑃4) = 2. For the graphs 𝑃4 ∘ 𝐶3 and 𝑃4 ∘ 𝐶4  also has 𝑣2 and 𝑣3 as central 

vertices. Since the eccentricity of the central vertices is 2 Therefore, 𝐶𝑐( 𝑃4 ∘ 𝐶3) = 𝐶𝑐(𝑃4 ∘ 𝐶4 ) =

3, is determined by the following colorings: Color 1 for the central vertex, Color 2 for the vertices 

at a distance of 1 from the central vertex, and Color 3 for the vertices at a distance of 2 from the 

central vertex. 
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The corona product of the graph 𝐶𝑚 ∘ 𝑃𝑛 is formed by taking one copy of  𝐶𝑚 and 

|𝑉(𝐶𝑚)| copy of  𝑃𝑛 and then connecting the ith vertex of the cycle 𝐶𝑚  to every vertex in the ith 

copy of the path 𝑃𝑛. Finding the center coloring number of the new graph  𝐶𝑚 ∘ 𝑃𝑛. The center 

coloring number of  𝐶3 ∘ 𝑃3  𝐶4 ∘ 𝑃3 and 𝐶5 ∘ 𝑃3 shown in Figure 10.  

 

 

Figure 10. 

 

In Figure 10, the cycle 𝐶𝑚 for 𝑚 = 3,4,5 has all vertices as central vertices, since the eccentricity 

of all vertices is 1, and the eccentricity of central vertices is 0. Therefore, 𝐶𝑐(𝐶𝑚) = 1. For these 

graphs. For the graph 𝐶𝑚 ∘ 𝑃𝑛 the graph 𝐶𝑚 is always central. Since the eccentricity of the central 

vertices is 1 Therefore, 𝐶𝑐(𝐶𝑛 ∘ 𝑃𝑚 ) = 2. is determined by the following colorings: Color 1 for 

the central vertices, and Color 2 for the vertices at a distance of 1 from the central vertex. 

 

Establishing the new theorem of the center coloring number.  

 

Results and Discussion:  

Theorem 1. Let  𝑃𝑛 be the path with 𝑛 vertices and 𝐶𝑚 be the cycle with 𝑚 vertices. The center 

coloring number of the corona product graph 𝑃𝑛 ∘ 𝐶𝑚 is 

𝐶𝑐(𝑃𝑛 ∘ 𝐶𝑚 ) = ⌈ 
𝑛

2
⌉ + 1. 

Proof.  Let 𝑃𝑛 be the path with 𝑛 vertices and 𝐶𝑚 be the cycle with 𝑚 vertices. Let 𝑣1, 𝑣2, 𝑣3, … , 𝑣𝑛  

be the successive vertices of 𝑃𝑛 and 𝑢1
𝑖 , 𝑢2

𝑖 , 𝑢3
𝑖 , … , 𝑢𝑚

𝑖  be the successive vertices of the ith copy of  

𝐶𝑚. Let 𝑃𝑛 ∘ 𝐶𝑚 be the corona product graph with 𝑛 + 𝑚𝑛 vertices. 

If 𝑛 is odd, except when 𝑛 = 1 , then the center of the path 𝑃𝑛 is a single vertex  𝑣𝑛+1

2

 and 

𝑒(𝑣𝑛+1

2

) =
𝑛−1

2
. So  
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𝑑 (𝑣𝑛+1

2

, 𝑣1) = 𝑑 (𝑣𝑛+1

2

, 𝑣𝑛) =
𝑛−1

2
, 

where 𝑣1 and 𝑣𝑛 are vertices in 𝑃𝑛. The distance 𝑑 (𝑣𝑛+1

2

, 𝑣1) and 𝑑 (𝑣𝑛+1

2

, 𝑣𝑛) are the maximum 

distance from the center to any vertices in a path 𝑃𝑛.  

Hence, 
𝑛−1

2
  colors are needed for 𝑛 − 1 vertices: 𝑣1, 𝑣2, 𝑣3, … , 𝑣𝑛+1

2
−1

, 𝑣𝑛+1

2
+1

, … , 𝑣𝑛 and 

one color is needed for central vertex 𝑣𝑛+1

2

. Then 

𝐶𝑐(𝑃𝑛) =
𝑛−1

2
+ 1 = ⌈ 

𝑛

2
 ⌉. 

Consider the corona product graph 𝑃𝑛 ∘ 𝐶𝑚. We have the center vertex of the corona product 

graph 𝑃𝑛 ∘ 𝐶𝑚 is a single vertex 𝑣𝑛+1

2

. So  

𝑑 (𝑣𝑛+1

2

, 𝑣1) = 𝑑 (𝑣𝑛+1

2

, 𝑣𝑛) =
𝑛−1

2
, 

where 𝑣1 and 𝑣𝑛 are vertices in 𝑃𝑛 ∘ 𝐶𝑚. For the vertices 𝑢1
1, 𝑢2

1, 𝑢3
1, … , 𝑢𝑚

1  adjacent to 𝑣1 and the 

vertices 𝑢1
𝑛, 𝑢2

𝑛, 𝑢3
𝑛, … , 𝑢𝑚

𝑛  are adjacent to 𝑣𝑛 . We have  

𝑑 (𝑣𝑛+1

2

, 𝑢1
1) = 𝑑 (𝑣𝑛+1

2

, 𝑢2
1 ) = ⋯ = 𝑑 (𝑣𝑛+1

2

, 𝑢𝑚
1  ) =

𝑛−1

2
+ 1 = ⌈ 

𝑛

2
 ⌉, 

and 

𝑑 (𝑣𝑛+1

2

, 𝑢1
𝑛) = 𝑑 (𝑣𝑛+1

2

, 𝑢2
𝑛 ) = ⋯ = 𝑑 (𝑣𝑛+1

2

, 𝑢𝑚
𝑛  ) =

𝑛−1

2
+ 1 = ⌈ 

𝑛

2
 ⌉. 

The distance 𝑑 (𝑣𝑛+1

2

, 𝑢𝑗
1) , 𝑗 = 1,2,3, … , 𝑚 and 𝑑 (𝑣𝑛+1

2

, 𝑢𝑗
𝑛) , 𝑗 = 1,2,3, … , 𝑚 are the 

maximum distance from the center to any vertices in the corona product graph 𝑃𝑛 ∘ 𝐶𝑚.  

Hence, 
𝑛−1

2
+ 1  colors are needed for 𝑛 + 𝑚𝑛 − 1 vertices and one color are needed for 

central vertex 𝑣𝑛+1

2

. Then 

𝐶𝑐(𝑃𝑛 ∘ 𝐶𝑚) =
𝑛−1

2
+ 1 + 1 = ⌈ 

𝑛

2
 ⌉ + 1. 

  

If 𝑛 is even, then the center of the path 𝑃𝑛 are two vertices 𝑣𝑛

2
 and 𝑣𝑛

2
+1. Since 𝑒(𝑣𝑛

2
) =

𝑒(𝑣𝑛

2
+1) =

𝑛

2
. So 

𝑑 (𝑣𝑛

2
, 𝑣1) = 𝑑 (𝑣𝑛

2
+1, 𝑣𝑛) =

𝑛

2
− 1, 

where 𝑣1 and 𝑣𝑛 are vertices in 𝑃𝑛. The distance 𝑑 (𝑣𝑛

2
, 𝑣1) and 𝑑 (𝑣𝑛

2
+1, 𝑣𝑛) are the maximum 

distance from the center to any vertices in a path 𝑃𝑛.  

Hence, 
𝑛

2
− 1  colors are needed for 𝑛 − 2 vertices: 𝑣1, 𝑣2, 𝑣3, … , 𝑣𝑛

2
−1, 𝑣𝑛

,2
+2, … , 𝑣𝑛 and one 

color is needed for the central vertices 𝑣𝑛

2
 and 𝑣𝑛

2
+1. Then  

𝐶𝑐(𝑃𝑛) =
𝑛

2
− 1 + 1 =

𝑛

2
= ⌈ 

𝑛

2
 ⌉. 

Consider the corona product graph 𝑃𝑛 ∘ 𝐶𝑚. We have the center of the corona product graph 

𝑃𝑛 ∘ 𝐶𝑚 are two vertices 𝑣𝑛

2
 and 𝑣𝑛

2
+1. So 
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𝑑 (𝑣𝑛

2
, 𝑣1) = 𝑑 (𝑣𝑛

2
+1, 𝑣𝑛) =

𝑛

2
− 1, 

where 𝑣1 and 𝑣𝑛 are vertices in 𝑃𝑛 ∘ 𝐶𝑚. For the vertices 𝑢1
1, 𝑢2

1, 𝑢3
1, … , 𝑢𝑚

1  adjacent to 𝑣1 and the 

vertices 𝑢1
𝑛, 𝑢2

𝑛, 𝑢3
𝑛, … , 𝑢𝑚

𝑛  are adjacent to 𝑣𝑛 . We have 

𝑑 (𝑣𝑛

2
, 𝑢1

1) = 𝑑 (𝑣𝑛

2
, 𝑢2

1 ) = ⋯ = 𝑑 (𝑣𝑛

2
, 𝑢𝑚

1  ) =
𝑛

2
− 1 + 1 =

𝑛

2
, 

and 

𝑑 (𝑣𝑛

2
+1, 𝑢1

𝑛) = 𝑑 (𝑣𝑛

2
+1, 𝑢2

𝑛 ) = ⋯ = 𝑑 (𝑣𝑛

2
+1, 𝑢𝑚

𝑛  ) =
𝑛

2
− 1 + 1 =

𝑛

2
. 

From the maximum distance from the center to any vertices. 

Hence 
𝑛

2
  colors are needed for 𝑛 + 𝑚𝑛 − 2 vertices and one color are needed for the 

central vertices 𝑣𝑛

2
 and 𝑣𝑛

2
+1. Then  

                                              𝐶𝑐(𝑃𝑛 ∘ 𝐶𝑚) =
𝑛

2
+ 1 = ⌈ 

𝑛

2
 ⌉ + 1.                                                      

 

Remark The center coloring number of the corona product graph 𝑃1 ∘ 𝐶3 is 

𝐶𝑐(𝑃1 ∘ 𝐶3 ) = 1. 

      

 From remark the path 𝑃1 has the vertex 𝑣1 as the central vertex. Therefore, 𝐶𝑐(𝑃1) = 1. 

For the graph 𝑃1 ∘ 𝐶3 have vertex  4 vertices, all vertices as central vertices. Since the eccentricity 

of all vertices is 1, Since the eccentricity of central vertices (a maximum distance between the 

center of the graph and any other vertices of the graph) is 0 Therefore, 𝐶𝑐(𝑃1 ∘ 𝐶3 ) = 1. 
 

Theorem 2. Let  𝐶𝑚 be the path with 𝑚 vertices and 𝑃𝑛 be the cycle with 𝑛 vertices. The center 

coloring number of the corona product graph 𝐶𝑚 ∘ 𝑃𝑛 is  𝐶𝑐(𝐶𝑚 ∘ 𝑃𝑛 ) = 2. 
 

Proof. The cycle 𝐶𝑚 has all vertices as central vertices, since the eccentricity of all vertices is 1, 

and the eccentricity of central vertices is 0. Therefore, 𝐶𝑐(𝐶𝑚) = 1. For the graph 𝐶𝑚 ∘ 𝑃𝑛 the 

graph 𝐶𝑚 is always central. Since the eccentricity of the central vertices (a maximum distance 

between the center of the graph and any other vertices of the graph) is 1 Therefore, 𝐶𝑐(𝐶𝑛 ∘ 𝑃𝑚 ) =
2. is determined by the following colorings: Color 1 for the central vertices, and Color 2 for the 

vertices at a distance of 1 from the central vertex.                                
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Conclusion:  

In this paper, we determine the center coloring number for the graph 𝑃𝑛 ∘ 𝐶𝑚, which is formed by 

𝑃𝑛 ∘ 𝐶𝑚 is the corona product of the path 𝑃𝑛 and 𝑛 copy of the cycles 𝐶𝑚 as well as for the graph 

𝐶𝑚 ∘ 𝑃𝑛 created by the corona product of the cycle 𝐶𝑚 and 𝑚 copy of the paths 𝑃𝑛 .ne  

between 
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Abstract:  

The research studied to use acid-modified dragon fruit peel (Selenicereus undatus) for 

adsorption of chromium (III), chromium (VI) and chromium (III) mixed with chromium (VI) 

in synthetic wastewater. The experimental conditions were studied consisting of contact 

times, pH values and adsorbent dosages. Adsorption isotherms were evaluated. Moreover, the 

laboratory wastewater was treated by this adsorbent. Adsorption column was setup to treat 

the laboratory wastewater. From experimental results, the suitable contact times were 120 

minutes for all types of chromium. Percent of chromium adsorption was increased when 

increasing adsorbent dosage. The suitable pH values for chromium (III), chromium (VI) and 

chromium (III) mixed with chromium (VI) adsorption were 3, 2 and 3, respectively. 

Adsorption of chromium (III), chromium (VI) and chromium (III) mixed with chromium (VI) 

were explained by Freundlich isotherm. When using acid-modified dragon fruit peel dosage 

of 30 g/L, 35.40% of chromium in laboratory wastewater was adsorbed. Acid-modified 

dragon fruit peel was more suitable for adsorption column than dragon fruit peel without 

modification. 

 

Introduction:  

Heavy metals are used in many purposes such as lead in battery production, chromium in 

textile industries and steel production and mercury in pesticides and fungicides. Moreover, 

some heavy metals are used in environmental analysis such as manganese in biochemical 

oxygen demand, chromium in chemical oxygen demand and copper in Total Kjeldahl 

Nitrogen. After finished experiment, wastewater was separated to treat but there were some 

chemicals were contaminated to water in laboratory room and having adverse effects to 

environment and human health. 

 

Chromium is the one of heavy metals used in environmental laboratory. When chromium 

contaminated in water, there were chromium (III) and chromium (VI). The standard effluent 

from factory of Thailand regulated the concentration of chromium (III) to be not more than 

0.75 mg/L and concentration of chromium (VI) to be not more than 0.25 mg/L [1 ]. Toxicity 

of chromium (VI) was higher than chromium (III). Chromium (VI) was absorbed to body 

better than chromium (III) in ingestion or respiration. The toxic symptoms of chromium were 
squeamish, vomit, stomachache, kidney failure, chronic wound to cancer [2]. Chromium can 

be removed from the wastewater by several process such as chemical precipitation, 

electrochemical precipitation, ion exchange and adsorption [3]. 

 

Adsorption is the process that adsorbate to be removed by accumulating on the surface of 

adsorbent. Activated carbon is normally used to remove the pollutants. Due to high cost of 

activated carbon, the biological adsorbents such as fruit peels were the alternative materials 

because of low cost and easy to find. There were cellulose, tannin, lignin and pectin in the 

fruit peels which contained functional group of hydroxyl, amino and carboxylic that can 

adsorb heavy metals.  Mallampati et al. [4] used fruit peel to adsorb heavy metals in water 
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using 3 types of fruit, avocado, Hami melon and dragon fruit. Peels were washed and dried. 

The peels can adsorb cation well such as Pb2+ and Ni2+, while heavy metal in anion form such 

as Cr2O7
2- can not be adsorbed because the surface of peel contained functional group of -OH 

and -COOH. Marta Lopez-Garcia et al. [5] studied the adsorption of chromium (VI) by acid-

modified banana peel. Some part of chromium (VI) was reduced to chromium (III) and to be 

adsorbed fitting with Langmuir isotherm. Wang et al. [6] used pectin to adsorb heavy metals. 

Pectin had functional group to adsorb heavy metals. If pH was less than 4, less amount of 

heavy metal cation was adsorbed because of protonation of pectin. Some heavy metals can be 

precipitated. When pectin was modified by addition functional group -SO3, -CONH2 and -SH 

to increase capability of heavy metal cation adsorption. Mahmoud et al. [7] synthesized 

hydrogel pectin from mandarin orange peel for chromium (VI) and lead (II) adsorption in 

water. When increase pH, decrease adsorption of chromium (VI) but increase lead (II) 

adsorption. Langmuir isotherm can be used to explain. 

 

This work used dragon fruit peel to be biological adsorbent to remove chromium. Dragon 

fruit was the one of popular fruit to be consumed in Thailand. Dragon fruit peel contained 

pectin which had heavy metal adsorption capability [6], but higher content of pectin may not 

be suitable to prepare adsorbent in column. Acid-modified dragon fruit peel was used to 

study.  The objectives of this work were to study the characteristics of acid-modified dragon 

fruit peel adsorbent, to study the efficiency of chromium (III), chromium (VI) and chromium 

(III) mixed with chromium (VI) adsorption, to evaluate the adsorption isotherm of chromium 

and to study the adsorption of chromium in laboratory wastewater in batch and column. 

 

Methodology:  

Preparation of dragon fruit peel adsorbent and acid-modified dragon fruit peel adsorbent. For 

dragon fruit peel adsorbent, dragon fruit peel was washed by deionized water, then, dried at 

60oC in oven until stable weight. Grind and select size of 150-250 micrometer. For acid-

modified dragon fruit peel adsorbent, added 0.2 M HCl to grinded dragon fruit peel adsorbent 

at ratio of gram of adsorbent to mL of solution of 1:100 for 4 hr [5], washed by deionized 

water until neutral pH, filtration and dried at 60oC, then, grind and select size of 150-250 

micrometer. Dragon fruit peel adsorbent and acid-modified dragon fruit peel adsorbent were 

analyzed functional group by FT-IR, surface morphology and percent of element by SEM-

EDS, pH values (1 g adsorbent to 100 mL water) and pH at point of zero charge (pHpzc). 

 

Synthetic 10 mg/L Cr(III) wastewater was prepared from 1000 mg/L standard chromium (III) 

solution. Synthetic 1000 mg/L Cr(VI) wastewater was prepared from K2Cr2O7 and synthetic 

10 mg/L Cr(VI) wastewater was prepared from synthetic 1000 mg/L Cr(VI) wastewater. 

Synthetic 10 mg/L Cr(III) mixed with 10 mg/L Cr(VI) wastewater was prepare from 1000 

mg/L Cr(III) and Cr(VI) solution. 

 

Determination of suitable time for chromium adsorption. 20 g/L of acid-modified dragon fruit 

peel adsorbent were added to 100 mL of synthetic 10 mg/L Cr(III) wastewater, synthetic 10 

mg/L Cr(VI) wastewater and synthetic 10 mg/L Cr(III) mixed with 10 mg/L Cr(VI) 

wastewater at pH of 2.4 and temperature of 30 oC. Shake at 120 rpm for 1, 3, 5, 10, 15, 30, 

45, 60, 90, 120, 150 and 180 minutes, then, filtered the mixtures and analyzed Cr by atomic 

absorption spectrophotometer. The experiment was duplicate. The amount of chromium 

adsorbed per weight of adsorbent (qe) and percent of chromium adsorption were calculated by 

equations 1 and 2. 
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( )0 e

e

C C V
q

W

−
=     (1) 

Percent of chromium adsorption = 0

0

100e
C C

C

 −
 

 
    (2) 

When, 
qe = Amount of chromium adsorbed per weight of adsorbent (mg/g) at equilibrium 

C0 = Initial chromium concentration (mg/L) 

Ce = Equilibrium chromium concentration (mg/L) 

V = Volume of wastewater (L) 

W = Weight of adsorbent (g) 

 

Determination of suitable pH value for chromium adsorption. 20 g/L of acid-modified dragon 

fruit peel adsorbent were added to 100 mL of synthetic 10 mg/L Cr(III) wastewater, synthetic 

10 mg/L Cr(VI) wastewater and synthetic 10 mg/L Cr(III) mixed with 10 mg/L Cr(VI) 

wastewater at temperature of 30 oC with shaking time of 120 minutes. The initial pH values 

were adjusted in the range of 2-8, then, filtered the mixtures and analyzed Cr by atomic 

absorption spectrophotometer. The experiment was duplicate. 

 

Study of the effect of amount of adsorbent for chromium adsorption. Acid-modified dragon 

fruit peel adsorbent dosage of 0.5, 1, 2, 5, 10 and 20 g/L were added to 100 mL of synthetic 

10 mg/L Cr(III) wastewater, synthetic 10 mg/L Cr(VI) wastewater and synthetic 10 mg/L 

Cr(III) mixed with 10 mg/L Cr(VI) wastewater at pH of 3, 2 and 3, respectively, and 

temperature of 30 oC with shaking time of 120 minutes, then, filtered the mixtures and 

analyzed Cr by atomic absorption spectrophotometer. The experiment was duplicate. 

Adsorption isotherms (Langmuir and Freundlich model, equations 3 and 4) were calculated. 
 

Langmuir model (linear form) 

1 1 1 1
.

e m L e m
q Q K C Q

= +      (3) 

When, 

Qm = Maximum capacity (mg/g) 

KL = Langmuir constant (L/mg) 

Ce = Equilibrium concentration (mg/L) 

 

Freundlich model (linear form) 

    
1

log log log
e e F

q C K
n

= +     (4) 

When, 

n = Freundlich exponent (dimensionless) 

KF = Freundlich constant (mg1-1/n L1/n g-1) 

 

Chromium adsorption efficiencies from laboratory wastewater. Laboratory wastewater from 

environmental laboratory in Department of Chemistry, Faculty of Science, KMUTT. Acid-

modified dragon fruit peel adsorbent was used at dosages of 1, 5, 10, 20 and 30 g/L to 100 

mL of wastewater at pH of 3, and temperature of 30 oC with shaking time of 120 minutes at 

120 rpm, then, filtered the mixtures and analyzed Cr by atomic absorption spectrophotometer. 
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The experiment was duplicate. Used adsorbents were kept for analysis by SEM-EDS and X-

ray Fluorescence (XRF), including adsorption isotherm. 

 

Chromium removal by adsorption column. Dragon fruit peel adsorbent and acid-modified 

dragon fruit peel adsorbent of 2.5 g were used filled into two 50 mL-syringes to be adsorption 

columns. Laboratory wastewater pH of 2.0 and 3.0 were fed to dragon fruit peel column and 

acid-modified dragon fruit peel column with flow rate of 5 drop per minute or 0.25 

mL/minute by infusion set with column height of 11 cm. The water samples were collected at 

time of 5, 10, 15, 20, 25, 30, 45, 60, 90, 120, 150, 180, 210, 240 and 270 minutes, then, 

filtered the mixtures and analyzed Cr by atomic absorption spectrophotometer. The 

experiment was duplicate. The Thomas constant (𝑘Th) and adsorption capacity (q0) were 

determined from Thomas model [8] as shown in equation (5), by plotting 0ln
t

C

C
 versus 𝑡 to 

give the value of 𝑘Th and 𝑞0. 

0 0

0
ln 1 th

th

t

C k q m
k C t

C Q
− = −     (5) 

where, 

Ct = Chromium concentration at time t, (min) 

kth = Thomas constant (mL/(min.mg)) 

q0 = adsorption capacity (mg/g) 

m = mass of adsorbent (g) 

Q = Volumetric flow rate (mL/min) 

 

The 50% of the breakthrough time can be determined from Yoon-Nelson model as shown in 

equation (6) [9]. 

0

ln t

YN YN

t

C
k t k

C C
= −

−
    (6) 

where, 

kYN = Rate constant (mn-1) 

 = Time required for 50 % adsorbate breakthrough (min) 

 

Results and Discussion:  

Preparation of adsorbent. Some characteristics of acid-modified dragon fruit peel adsorbent 

and dragon fruit peel adsorbent was shown in Table 1. 

 

Table 1. Some characteristics of dragon fruit peel adsorbent and acid-modified dragon fruit 

peel adsorbent 

Characteristic Dragon fruit peel adsorbent Acid-modified dragon fruit 

peel adsorbent 

Color Pink Brown 

pH 4.68 3.20 

pHpzc 4.25 2.25 
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Figure 1. FT-IR spectrum of dragon fruit peel adsorbent and acid-modified dragon fruit peel 

adsorbent 

 

From Figure 1, wavenumber in FT-IR of dragon fruit peel adsorbent of 3444.32 cm-1 was 

functional group of O-H and N-H stretching [10], 2920.25 cm-1 to be C-H stretching of 

methyl ester in galacturonic acid with correspond to pectin in dragon fruit [11], 1633.09 cm-1 

and 1403.51 cm-1 to be COO- stretching with correspond to pectin [10]. Wavenumber in FT-

IR of acid-modified dragon fruit peel adsorbent of 3424.60 cm-1 was functional group of O-H 

and N-H stretching [10], 2923.15 cm-1 to be C-H stretching of methyl ester in galacturonic 

acid with correspond to pectin in dragon fruit [11], 1740.51 cm-1 and 1650.36 cm-1 to be C=O 

and COO- stretching with correspond to pectin [12].  
 

From Figure 2, SEM-EDS analysis, the surface of dragon fruit peel adsorbent and acid-

modified dragon fruit peel adsorbent was rough and containing pores. The elemental 

compositions of dragon fruit peel adsorbent were carbon, oxygen and potassium of 50.36%, 

43.83% and 5.81% by weight, while carbon and oxygen of 49.78% and 50.22% by weight, 

respectively. Less potassium content in acid-modified dragon fruit peel adsorbent may be 

from washing step. 

 

 

 

 

 

 

 

 

(a)                                                                (b) 

Figure 2. Surface morphological analysis by SEM. (a) dragon fruit peel adsorbent and (b) 

acid-modified dragon fruit peel adsorbent at 1000x 

 
 
 

Acid-

modified 

Not 

modified 
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Determination of suitable time for chromium adsorption. 

      
(a)      (b)     (c) 

Figure 3. Chromium adsorption efficiencies at various times from synthetic wastewater of (a) 

Cr(III), (b) Cr(VI) and (c) Cr(III) mixed with Cr(VI) 

 

From Figure 3, approximately of more than 40% of Cr(III) was rapidly adsorbed by acid-

modified dragon fruit peel adsorbent within 1 minutes (Figure 3 (a)). The equilibrium time of 

stable Cr(III) adsorption was found at 120 minutes. For Cr(VI) adsorption, 10% of Cr(VI) 

was adsorbed steadily at equilibrium time of 120 minutes (Figure 3 (b)) while 38% of Cr(III) 

mixed with Cr(VI) was adsorbed steadily at equilibrium time of 120 minutes (Figure 3 (c)). 

Thus, the equilibrium times of Cr adsorption were 120 minutes. Cr(III) may be adsorbed by 

carboxyl group (-COOH) and hydroxy group (-OH) while Cr(VI) may be adsorbed by amino 

group (-NH) [13]. The Cr adsorption efficiencies by acid-modified dragon fruit peel 

adsorbent were less than those of dragon fruit peel adsorbent because of washing of pectin in 

acid-modified dragon fruit peel adsorbent [14]. 
 

Determination of suitable pH value for chromium adsorption. 

From Figure 4(a), the highest Cr(III) removal was found at pH of 3 with removal efficiencies 

of 75% but the precipitation of Cr(III) began at pH of 6. The pH of 3 was selected for next 

experiment. For Cr(VI) adsorption in Figure 4(b), the maximum Cr(VI) removal was found at 

pH of 2 with removal efficiencies of 40%. The pH of 2 was selected for next experiment. For 

Cr(III) mixed with Cr(VI) wastewater, the highest content of Cr was adsorbed at pH of 3 with 

49% chromium removal. The pH of 3 was selected for next experiment. 

 

     
(a)          (b)                  (c) 

Figure 4. Chromium adsorption efficiencies at various pH values from synthetic wastewater 

of (a) Cr(III), (b) Cr(VI) and (c) Cr(III) mixed with Cr(VI) 
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Study of the effect of amount of adsorbent for chromium adsorption. 

     
(a)      (b)       (c) 

Figure 5. Chromium adsorption efficiencies at various adsorbent amount from synthetic 

wastewater of (a) Cr(III), (b) Cr(VI) and (c) Cr(III) mixed with Cr(VI) 

 

From Figure 5, it was found that when increased adsorbent dosage, the chromium removal 

efficiencies were increased, the maximum of 78%, 36% and 52% for Cr(III), Cr(VI) and 

Cr(III) mixed with Cr(VI), respectively, because of higher surface area of adsorbent.  

 

 
Figure 6. Plot graph between Ce and qe of Cr(III), Cr(VI) and Cr(III) mixed with Cr(VI) 

adsorption by acid-modified dragon fruit peel adsorbent 

 

From Figure 6, it was found that the adsorption pattern of Cr(III), Cr(VI) and Cr(III) mixed 

with Cr(VI) adsorption by acid-modified dragon fruit peel adsorbent cannot be fitted with 

Langmuir isotherm because of no stable at the end of graphs. The adsorption isotherm graph 

of for Cr(III), Cr(VI) and Cr(III) mixed with Cr(VI) were shown in Figure 7. From Table 2, 

the adsorption of Cr(III), Cr(VI) and Cr(III) mixed with Cr(VI) by acid-modified dragon fruit 

peel adsorbent cannot be explained by Langmuir isotherm because of negative values of 

Langmuir constants. Thus, the adsorption of Cr(III), Cr(VI) and Cr(III) mixed with Cr(VI) by 

acid-modified dragon fruit peel adsorbent should be explained by Freundlich model with high 

R2 values. 

 

Table 2. Constant values from isotherms of synthetic wastewater experiments 

Synthetic  Langmuir Freundlich 

Wastewater Qm 

(mg g-1) 

KL 

(L mg-1) 

R2 KF 

(mg g-1)(mg L-1)1/n 

n R2 

Cr(III) -1.091 -0.117 0.991 0.053 0.450 0.981 

Cr(VI) -0.0762 -0.129 0.979 1.524×10-5
 0.181 0.886 

Cr(III) 

mixed with 

Cr(VI) 

-0.421 -0.0602 0.961 1.841×10-5
 0.221 0.992 
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   (a)      (b) 

   
   (c)      (d) 

 

   
   (e)      (f) 

 

Figure 7. Isotherm graph of chromium adsorption by acid-modified dragon fruit peel 

adsorbent 

(a) Langmuir model for Cr(III), (b) Freundlich model for Cr(III) 

(c) Langmuir model for Cr(VI), (d) Freundlich model for Cr(VI) 

(e) Langmuir model for Cr(III) mixed with Cr(VI) (f) Freundlich model for Cr(III) mixed 

with Cr(VI) 

 

Chromium adsorption efficiencies from laboratory wastewater. 

From Figure 8, when acid-modified dragon fruit peel adsorbent dosages were increased, the 

chromium removal efficiencies were increased. The chromium from laboratory wastewater 

were removed 35.40%, when using adsorbent dose of 30 g/L. From Figure 9, it was found 

that the adsorption pattern of chromium adsorption by acid-modified dragon fruit peel 

adsorbent from laboratory wastewater cannot be fitted with Langmuir isotherm because of no 

stable at the end of graphs. From Figure 10, the constant from Langmuir and Freundlich 

models were shown in Table 3. Due to the negative values of Langmuir constants, Langmuir 

model was not suitable to explain the adsorption of chromium from laboratory wastewater by 

acid-modified dragon fruit peel adsorbent. The Freundlich model should be used to explain 

with high R2. 
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Figure 8. Chromium adsorption efficiencies at various adsorbent amount from laboratory 

wastewater 

 

 
Figure 9. Plot graph between Ce and qe of chromium adsorption by acid-modified dragon 

fruit peel adsorbent from laboratory wastewater 

 

  
   (a)      (b) 

Figure 10. Isotherm graphs of (a) Langmuir Model and (b) Freundlich Model for Cr 

adsorption from laboratory wastewater 

 

 

Table 3. Constant values from isotherms of laboratory wastewater experiments 

Synthetic  Langmuir Freundlich 

Wastewater Qm 

(mg g-1) 

KL 

(L mg-1) 

R2 KF 

(mg g-1)(mg L-1)1/n 

n R2 

Laboratory 

Wastewater 
-0.0347 -0.163 0.931 7.499×10-6

 0.157 0.806 
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After adsorption, the surface of acid-modified dragon fruit peel adsorbent was rough as 

shown in Figure 11. From XRF analysis, 1.04% of Cr content was found. It was proof that 

chromium was adsorbed. 

 
 
 
 
 
 

Figure 11. Surface morphological analysis by SEM of acid-modified dragon fruit peel 

adsorbent after adsorption. 
 

Chromium removal by adsorption column. 

 

 
Figure 12. Fraction of chromium (C/Co) and time when using adsorption column filled by 

acid-modified dragon fruit peel adsorbent. 

 

From Figure 12, when using acid-modified dragon fruit peel adsorbent, chromium was 

adsorbed within first 5 minutes. The average chromium adsorption efficiencies were 26% and 

gradually decreased until no adsorption within 240 minutes. The dragon fruit peel adsorbent 

cannot setup to be adsorption column because of clogging from adsorbent containing higher 

content of pectin. The acid-modified dragon fruit peel adsorbent contained less pectin 

because of the washing step after modification by acid to remove pectin from dragon fruit 

peel. Thus, the suitable adsorbent to be used in column was the acid-modified dragon fruit. 

From Figure 13, the Thomas constant (kth) and adsorption capacity (q0) were 0.00016 

mL/(min.mg) and 511 mg/g, respectively. Due to Thomas model is based on the Langmuir 

model. The constants from Thomas model may not be suitable for explanation.  When Yoon-

Nelson model (Figure 14) was used, the rate constant (kYN) of 0.0113 mn-1 and time required 

for 50 % adsorbate breakthrough () of 113 minutes were found. 

 

612



 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

 
Figure 13. Plot of Thomas Model 

 

 
Figure 12. Plot of Yoon-Nelson model 

 

Conclusion:  

Chromium can be adsorbed by acid-modified dragon fruit peel. The suitable pH values for 

chromium (III), chromium (VI) and chromium (III) mixed with chromium (VI) adsorption 

were 3, 2 and 3, respectively. Adsorption of chromium (III), chromium (VI) and chromium 

(III) mixed with chromium (VI) can be explained by Freundlich isotherm. The acid-modified 

dragon fruit peel of 30 g/L can remove 35.40% of chromium in laboratory wastewater. To 

setup adsorption column, the acid-modified dragon fruit peel was more suitable than dragon 

fruit peel without acid-modification. 
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Abstract:  

Biogas, a renewable and sustainable energy source, primarily consists of methane (CH4) and 

carbon dioxide (CO2). The energy content of biogas is directly proportional to the CH4 

concentration and, therefore, can be increased by removing CO2 in the upgrading process. 

This work presents the surface modification of MgO with amine and its application for CO2 

adsorption from biogas. MgO was synthesized and then surface-modified with 

monoethanolamine (MEA) to obtain final products containing 0, 10, 20 and 30% MEA by 

weight. Adsorption of CO2 was performed using simulated biogas containing 40% CO2 and 

60% N2. Surface area and pore diameter of the synthesized adsorbents decrease with 

increasing MEA loading. The results show that MgO modified with MEA effectively remove 

CO2 from the gas streams. The optimal MEA loading for MgO surface modification is 20 

wt%, giving a maximum CO2 adsorption capacity of 2.67 mmol/g. 

 

Introduction:  

Biogas is clean energy produced from the fermentation of wastes such as animal manure, 

industrial wastewater and agricultural waste to cause the decomposition of organic substances 

in anaerobic conditions by a variety of bacteria. The main components of biogas are 60-70% 

methane (CH4), a combustible gas that can be used as an alternative energy source, and 30-

40% carbon dioxide (CO2). In addition, biogas also contains small amounts of other gases 

such as hydrogen (H2), nitrogen (N2) and hydrogen sulfide (H2S)1,2. Therefore, the heat of 

combustion of biogas depends on the proportion of methane. Thailand is currently producing 

more biogas, which both households and industries can use to replace and reduce the import 

of fossil fuels, the price of which is constantly rising. However, the use of biogas is still 

limited since it contains less CH4 than natural gas. The heating value from biogas combustion 

is therefore not high enough to be used as fuel in vehicles. Reducing the amount of CO2 in 

biogas can increase its methane content. In many countries, progress has been made to allow 

biogas to be used in place of natural gas in vehicles and other types of engines. Removing 

CO2 from biogas can be done in several ways. One highly effective method is adsorption with 

solids, including activated carbon3, zeolites4, and mesoporous materials5. Magnesium oxide 

(MgO) is a mesoporous material with medium-sized pores and a relatively large surface area, 

and it has a high capacity to adsorb various substances. However, the use of MgO for CO2 

removal is limited due to its low adsorption capacity. Increasing the selectivity of MgO to be 

specific to CO2 can be achieved by modifying its surface with other chemicals that have weak 

alkaline properties, such as amines6,7.  

In this study, mesoporous MgO was synthesized and surface-modified with 

monoethanolamine (MEA). The surface-modified MgO with different MEA loadings was 

used for CO2 adsorption in simulated biogas. The CO2 adsorption was carried out in a fixed 

bed adsorption column. Cyclic adsorption/desorption of CO2 was also performed to evaluate 

regenarability and stability of the prepared adsorbents.  
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Methodology:  

1. Synthesis of mesoporous MgO 

The synthesis of magnesium oxide particles was performed using the sol-gel method8 

previously reported with some modification by dissolving Mg(NO3)2·6H2O and oxalic acid 

((COOH)2·2H2O) with the molar ratio of 1:1 separately in ethanol. The two solutions were 

then mixed using magnetic stirring to form a thick white gel, and the solution was stirred for 

12 hours. The resulting solution was dried at 100 oC for 24 h. Finally, the dried solid was 

crushed and sieved through 270 mesh and then calcined at 600 oC for 2 hours to obtain 

magnesium oxide (MgO) particles. Equation (1) and (2) express the chemical reactions that 

occur during the sol-gel and calcination steps, respectively8. 

Mg(NO3)2·6H2O + (COOH)2∙2H2O      MgC2O4·2H2O + 2HNO3 +6H2O              (1) 

                   MgC2O4·2H2O + 0.5O2       MgO + 2CO2 +2H2O               (2) 

2. Surface modification of MgO with amine 

Monoethanolamine (MEA) was used to modify the surface of MgO by using the wet 

impregnation method described in the literature9 with some modification. To prepare amine-

surface-modified MgO containing 10, 20 and 30% MEA by weight, the desired amount of 

MEA was dissolved in 50 ml of methanol under stirring for 15 min. Then 10 g of MgO was 

added to the MEA-methanol solution, and the resulting slurry was stirred for 30 min. The 

slurry was then dried at 100°C for 3 hours to obtain MgO adsorbents impregnated with MEA. 

The prepared MgO adsorbents were designated as 10%MEA-MgO, 20%MEA-MgO, and 

30%MEA-MgO, representing 10, 20, and 30% MEA by weight in the adsorbents, 

respectively. 

3. Characterization of the prepared adsorbents 

The adsorbents' crystal structures were studied using powder X-ray diffraction 

(PXRD) on a Philips X'Pert MPD diffractometer using Cu-Kα radiation. The N2 adsorption-

desorption isotherms were determined at -196 oC using a Micromeritics ASAP2060 

volumetric analyzer. The isotherms were used to calculate the adsorbents' surface area, pore 

volume, and average pore diameter using the Brunauer-Emmett-Teller (BET) and Barrett-

Joyner-Halenda (BJH) methods. 

4. CO2 adsorption study 

CO2 adsorption and desorption were investigated in a stainless-steel adsorption 

column of 160 mm in length and 25 mm in inner diameter with an experimental setup as 

shown in Figure 1. In this study, simulated biogas was used as feed gas stream. The simulated 

biogas was produced by mixing CO2 (99.99% purity) and N2 (99.99% purity) from gas 

cylinders at the desired flow rates to obtain a 40% CO2 and 60% N2 concentration, which is a 

typical concentration of CO2 found in biogas10. To perform adsorption/desorption tests, 15 g 

of adsorbent was packed into the adsorption column and heated to 100 oC in a N2 stream at 50 

mL/min for 60 min. After the adsorption column was cooled to the adsorption temperature 

(30 oC), the adsorption tests began by feeding simulated biogas into the adsorption column at 

50 mL/min. After the adsorption process was completed, the adsorbed CO2 was desorbed by 

heating the adsorbent to 150 oC in a N2 gas stream for 60 min. Six adsorption-desorption 

cycles were done on the same sample to determine the adsorbent's regenerability. A gas 

chromatograph equipped a TCD detector was used to measure the CO2 contents in the feed 

and treated gas streams. The breakthrough curve data from the CO2 adsorption tests were 

used to calculate the adsorbents' equilibrium capacity using Equation (3)11: 
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                                           (3) 

where q is the equilibrium CO2 adsorption capacity (mmol/g), C0 and Ct are the inlet and 

outlet CO2 concentrations (volume fraction), respectively, t is the adsorption time (min), Q is 

the feed volumetric flow rate (ml/min) at standard temperature and pressure (STP), and m is 

the adsorbent mass (g). 

 

 
Figure 1. Experimental setup for CO2 adsorption/desorption. 

 

Results and Discussion:   

1. Characterization of MgO and MEA-MgO 

The XRD patterns of MgO at different MEA loadings are shown in Figure 2. The 

unmodified MgO has well-defined diffraction peaks at 36.9o, 42.9o, 62.3o, 74.7o and 78.6o. 

These are MgO characteristic peaks that are in accordance with previous research12-14, 

confirming a high degree of purity and crystallinity of the prepared MgO samples. The 

diffraction patterns of MgO and MgO with different MEA loadings are nearly identical, 

suggesting that the MgO structure is preserved after MEA loading. However, as MEA 

loadings increase, MgO diffraction intensity falls. According to the previous study15, 

diffraction intensities are proportional to the degree of pore filling. As a result, loading amine 

into the support's pore channels may cause intensity loss16, as observed in MCM-41 loaded 

with polyethylenimine (PEI)9.  

The N2 adsorption-desorption isotherms of MgO with different MEA loadings are 

shown in Figure 3. All samples exhibit type IV isotherms with hysteresis loops, according to 

the International Union of Pure and Applied Chemistry (IUPAC) classification17. The 

isotherm's hysteresis loop results from capillary condensation in mesopores. The N2 

adsorption decreases as MEA loading increases. When the MEA loading reaches 30 wt%, the 

mesopores of MgO are almost fully filled with MEA molecules, limiting N2 entry into the 

pores and causing 30%-MEA-MgO to become non-porous18. 
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Figure 2. XRD patterns of MgO and MEA-MgO. 

 
Figure 3. N2 dsorption-desorption isotherms of MgO and MEA-MgO. 
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Table 1 shows surface area, pore volume, and average pore diameter of MgO and 

MEA-MgO calculated from the N2 adsorption-desorption isotherms using the BET and BJH 

methods. The pore size of MgO decreases from 6.8 to 3.9 nm after loading 10%MEA, 

confirming that MEA is loaded into the MgO pore channels. As MEA loading increases, the 

pore size drops further. When the MEA loading reaches 30 wt%, the pore size drops to 1.3 

nm, suggesting that the pores are nearly filled with MEA. The samples' surface area and pore 

volume show the same patterns as their pore size. Loading MEA onto MgO significantly 

lowers surface area and pore volume, as clearly seen for 30%MEA-MgO. This is because the 

high MEA content plugs the pores and covers the adsorbent's surface19,20. 

 

    Table 1. Surface area, pore volume and average pore diameter of MgO and MEA-MgO. 

Adsorbent BET surface area 

(m2/g) 

pore volume 

(cm3/g) 

pore diameter 

(nm) 

MgO 

10% MEA-MgO 

20% MEA-MgO 

30% MEA-MgO 

196 

112 

47 

18 

0.75 

0.49 

0.33 

0.16 

6.8 

3.9 

2.7 

1.3 

 

2. CO2 adsorption 

Figure 4 and Table 2 show the breakthrough curves and the adsorption capacities 

from the CO2 adsorption study using MgO with different MEA loading, respectively. As 

shown in Figure 4, The unmodified MgO adsorbs CO2 to saturation in about 17 minutes, 

yielding a low adsorption capacity of 0.74 mmol/g. An increase in amine loading within a 

reasonable range enhances the breakthrough time and adsorption capacity of the adsorbents, 

which is consistent with the previous findings21,22.  The unmodified MgO has a certain 

capacity to adsorb CO2, and the adsorption mechanism mainly involves physical forces. 

When the MgO surface is modified with MEA, the adsorption mechanism changes. MEA 

attached to the surface of MgO adsorbs CO2 with a reaction as shown in Equation (4)23, 

which is chemical adsorption and more specific than physical adsorption. As a result, MgO 

modified with MEA has a higher capacity to adsorb CO2. As MEA loading increases, more 

amine active sites for CO2 adsorption are available. The maximum breakthrough time and 

adsorption capacity of 38 min and 2.67 mmol/g, respectively, are obtained when the MEA 

loading reaches 20%. However, further increasing MEA loading to 30% drops the 

breakthrough time and the adsorption capacity to 32 min and 2.23 mmol/g, respectively. Too 

high loadings may cause MEA molecules to cluster in the pore or cover the adsorbent's 

surface, preventing CO2 passage to the active sites in the pores22,24. Therefore, the optimal 

MEA loading for MgO surface modification is 20 wt%.  

2RNH2   +   CO2        RNHCOO-   +   RNH3
+                                     (4) 
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Figure 4. Breakthrough curves of MgO and MEA-MgO. 

 

Table 2. CO2 adsorption capacities of MgO and MEA-MgO. 

Adsorbent Adsorption capacity 

(mmol CO2/g) 

MgO 

10% MEA-MgO 

20% MEA-MgO 

30% MEA-MgO 

0.74 

1.61 

2.67 

2.23 

 

To investigate adsorbent stability and regenerability, unmodified MgO and 20% 

MEA-MgO were used. The cyclic CO2 adsorption capacity of unmodified MgO and 20% 

MEA-MgO was assessed by running six CO2 adsorption-desorption cycles using simulated 

biogas as feed gas. Figure 5 shows that the adsorption capacity of the unmodified MgO drops 

very slightly from the first to the sixth cycle of reuse, indicating that the regeneration was 

almost complete. This is probably due to the physical adsorption mechanism, which involves 

a weak bonding force between MgO and CO2. As a result, during regeneration, CO2 virtually 

fully detaches from the MgO pores. Compared to the unmodified MgO, a greater decrease in 

adsorption capacity of 20%MEA-MgO from the first to the sixth cycle is observed. This can 

be explained that the adsorption of CO2 on MEA-MgO is mainly chemical adsorption that has 

a relatively strong bonding force, causing incomplete regeneration. However, the loss of 

adsorption capacity of 20%MEA-MgO between the first and sixth cycle is only 8.61%, which 

is lower than that of some amine-based adsorbents reported in the previous study21,25. These 

results indicate that 20%MEA-MgO has a stable CO2 adsorption capacity and strong 

regenerability, both of which are desirable features for practical use as CO2 adsorbents. 
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Figure 5. Cyclic CO2 adsorption capacities of MgO and 20%MEA-MgO. 

 

Conclusion:  

MgO was synthesized and modified with MEA to obtain adsorbents containing 10, 20 and 

30%MEA. The CO2 adsorption capacity of the prepared adsorbents with different MEA 

loadings is significantly higher than that of the unmodified MgO. Increasing MEA loading 

from 0 to 20% enhances CO2 adsorption capacity. However, a further increase in MEA 

loading to 30% causes the adsorption capacity to drop. A maximum CO2 adsorption capacity 

of 2.67 mmol/g is obtained at 20% MEA loading (20%MEA-MgO). The regenarability and 

stability of 20%MEA-MgO was tested by performing six cycles of adsorption and desorption. 

The CO2 adsorption capacity decreases slightly in the second to sixth cycle, indicating that 

20%MEA-MgO is a highly regenerable and stable material for use as a CO2 adsorbent. 
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Abstract:  

The amount of seismic activity in Chiang Mai Province, Thailand, from 2013 to 2017, 

including a notable earthquake of 4.0 magnitude, raised concerns in the study area. The 

phenomenon coincided with groundwater recharge activities, prompting an investigation into 

the potential correlation between groundwater levels and seismic events. This study examined 

the relationship between the groundwater level change rate (or groundwater level fluctuations) 

and earthquake occurrence rates (or earthquake rates) by utilizing the local earthquake catalog 

from the Thai Meteorological Department (TMD) and the groundwater level data from the 

Department of Groundwater Resources (DGR). The analysis revealed a noticeable correlation 

between fluctuations in groundwater levels and earthquake activity with a time lag. The 

observed time lag suggests the gradual transmission of pore-fluid pressure into seismogenic 

zones. These findings highlight the role of groundwater recharge in triggering earthquakes and 

might carry an implication for earthquake prediction and hazard assessment. Further research 

into this correlation could enhance our understanding of seismic precursors and lead to more 

effective strategies for mitigating seismic risks in the future. 

 

Introduction:  

Chiang Mai Province in Northern Thailand encompasses the western slopes of the Thanon 

Thong Chai Range, with elevations rising towards Thailand’s highest peak, Doi Inthanon. The 

province is characterized by earthquakes originating from mapped faults by Department of 

Mineral Resources (DMR)1, which extends approximately 35 km1, 2. In 2017, the area 

experienced a notable earthquake with a magnitude of 4.0ML, accompanied by a series of 

seismic events in preceding years and subsequent aftershocks. Although these earthquakes 

were of moderate magnitude, the region had not seen significant seismic since the 5.1ML event 

in 20061, 3. Predictions suggest the potential for a future earthquake in the region, possibly 

reaching a magnitude of 5.5ML1, emphasizing the need to understand the underlying causes of 

this seismic activity for effective hazard assessment. 

 Seismic activity primarily driven by tectonic movements, leading to stress 

accumulation in the Earth’s crust and subsequent release through faulting. However, previous 

studies have highlighted additional factors, such as water table fluctuations and anthropogenic 

inductions, which can impact seismicity by altering the cycle of stress accumulation and 

release4-6. The equilibrium of crustal fault is delicate, where even minor changes can trigger 

seismic events following Coulomb frictional law. The presence of fluids along faults can 

chemically or mechanically influence fault strength and promote failure7-9. This is particularly 

relevant in the seismogenic zone of brittle crust, where fluids can circulate through fractures or 

fault zones10. Despite the relatively small stress changes induced by annual-scale water load 
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variations (less than a few kPa), these fluctuations have been suggested to moderate ongoing 

seismicity in various tectonically active regions (e.g., California)11. Studies by Johnson and 

Fu12, as well as Rigo and Souriau13, have highlighted the role of water loads in driving periodic 

seismicity patterns and modulating earthquakes in California and Pyrenees, respectively. This 

underscores the complex relationship between crustal stress, water loads, and seismic activity. 

Additionally, groundwater variations have been observed to respond to crustal deformation 

processes well before the occurrence of significant earthquake, as observed in Tono, Japan14, 

15, suggesting that such hydrological changes could serve as potential early indicators of 

seismic events. 

 This study aims to integrate the local earthquake catalog provided by the Thai 

Meteorological Department (TMD)3 and the groundwater level data from the Department of 

Groundwater Resources (DGR)16 spanning 2010 to 2021. Figure 1 illustrates the distribution 

of earthquake events, categorized into 85 micro earthquakes (< 3.0ML), 5 minor earthquakes 

(3.0-3.9ML), and one light earthquake (4.0-4.9ML). Additionally, data from three DGR wells 

at varying depths (shallow to deep) within the same site were utilized. Both datasets used in 

this study are available online and easily accessible, though they are still in the process of being 

further developed. The seismic catalog employed in this study does not differentiate between 

mainshocks and aftershocks, recording all earthquakes using the local magnitude scale (ML) 

with TMD seismic instruments. Due to data collection limitations, the analysis was constrained 

to one-year intervals, as shown in Figure 2. The primary object is to investigate the potential 

influence of groundwater level fluctuations on earthquake rates in an area of Chiang Mai 

Province, Thailand. Key aspects of this analysis include assessing the correlation coefficient 

and identifying potential time shifts between these data in time series. 

 

 
Figure 1. 

A district in Chiang Mai Province in purple square, showing the locations of groundwater 

wells and recorded earthquakes from 2010-2021. The red star marks a light earthquake with a 

magnitude of 4.0 ML that occurred in 2017. 
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Figure 2. 

The annual earthquake occurrences (represented by red bars) are shown alongside the average 

groundwater levels (depicted by the solid black line as a percentage) 

 

Methodology:  

Since the groundwater levels were measured at various depths, we then normalized them as 

percentages relative to the maximum value, with the highest-level set to 100%, as depicted in 

Figure 2. Subsequently, the mean percentages were used for further analysis. We next 

calculated the derivative of both average groundwater level and yearly earthquake occurrences 

to obtain earthquake rates (or earthquake occurrence rates) and groundwater level fluctuations 

(or the groundwater level change rates), respectively. Next, we examined both graphs to 

identify any potential time shifts between them. Once a time shift was detected, it was applied 

to the groundwater fluctuation data. Additionally, we analyzed the variation in earthquake rates 

across different depths and magnitudes. 

 

Results and Discussion:  

The initial result is plotted in Figure 3 (left). This plot suggests a weak correlation between 

earthquake rates and groundwater level fluctuations, as indicated by a correlation coefficient 

of R = 0.00. However, a more in-depth analysis revealed a one-year time lag between the two, 

as illustrated in Figure 3 (right). Shifting the groundwater level fluctuations by one year 

noticeably improved the correlation, resulting in a correlation coefficient of −0.71. This 

indicates a noticeable inverse relationship between earthquake rates and groundwater level 

fluctuations when considering a one-year time lag within the annual timeframe. 

 

 
Figure 3. 

The plots compare earthquake rates (red line) to groundwater level change rates or 

groundwater level fluctuation (black line) both without (left) and with (right) a one-year time 

shift applied to the groundwater level fluctuation. 
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 Further analysis examined the relationship between varying depths and magnitudes of 

earthquake events and their impact on shifted groundwater level fluctuations and earthquake 

rates. Beginning with earthquake events at a minimum depth at 0 km and extending to at least 

4 km in 1 km increments (Figure 4), it is noteworthy that all depths exhibited modest 

correlation coefficients (R values) ranging from −0.66 to −0.69. The analysis also varied 

earthquake magnitudes, starting from a minimum of 0 ML and extending to at least 3 ML, as 

depicted in Figure 5. Notably, the correlations between groundwater level fluctuations and 

earthquake rates decreased significantly with increasing magnitude. Specifically, the 

correlation coefficient dropped from R = −0.72 for earthquakes of at least 1 ML to R = −0.48 

for those of at least 3 ML. This decline could be attributed to the reduced frequency of 

earthquakes occurring at higher magnitudes. 

 Two principal mechanisms have been proposed to explain how hydrological factors can 

influence earthquake occurrence: change in pore-fluid pressure at seismogenic volumes and 

direct stress effect on fault planes.  The former mechanism involves delayed changes in 

seismicity activity due to hydrological variations, influenced by earthquake depth and 

hydraulic diffusivity. Conversely, direct loading effects exhibit minimal or no time lag between 

hydrological changes and earthquake rates7, 11, 12, 17. 

 The state of effective stress within the medium undergoes continuous changes as the 

pore-fluid pressure evolves in space and time6. This study suggests that variations in pore-fluid 

pressure may relate to earthquake initiation during 2013-2017, with a roughly one-year delay 

for hydraulic diffusion to affect the seismogenic volume or earthquake hypocenter due to 

considered timeframe. While other earthquake catalogs may not show the exact same patterns, 

our findings simply suggest a possible association between local earthquake accumulation and 

groundwater levels. 

 

 

 
Figure 4. 

The plots show the variations of earthquake rates (red line) with groundwater level 

fluctuations (black line) for earthquakes occurring at depths between at least 1 km to at least 

4 km with a one-year time shift applied to the groundwater level fluctuation. 
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Figure 5. 

The plots show the variations of earthquake rates (red line) with groundwater level 

fluctuations (black line) for earthquakes ranging in magnitude from 1 to 3 ML with a one-

year time shift applied to the groundwater level fluctuation. 

 

 Since the groundwater level fluctuations shows the noticeable relationship with the 

earthquake rates, we propose that groundwater data could be used in conjunction with other 

factors such as b value, geochemical anomaly, and strain energy - known as seismicity 

precursors7, 13, 18-21 - for improving earthquake prediction and hazard assessment in the study 

area. These factors collectively reflect crustal stress levels. 

 Additions factors should be explored further: 

1) Earthquake cycle and stress accumulation: earthquakes are related to stress build-

up along faults lines often as a result of previous seismic. The observed 

accumulation may have occurred within an ongoing earthquake cycle20, 22, 23. 

2) Synchronization and previous earthquakes: earthquakes can synchronize through 

advances or delays24. Therefore, the observed stress accumulation could have been 

influenced by earthquakes occurring elsewhere. 

3) Correlation with Earth’s rotation: seismic activity may show modest correlation 

with Earth’s rotation23. Astronomical processes have also been suggested to 

contribute to gradually stressing the Earth’s crust, as faults require only minor stress 

changes to trigger earthquakes22, 25. 

 Future research directions in seismicity rely on direct measurements of stress, 

deformation, and pore-fluid pressure in the near earthquakes zone. A borehole observatory 

located near fault zones would be crucial for such studies. Although constraining all physical 

parameters before an earthquake is challenging, near-field observations of the rupture tip zone 

would offer valuable insights into underlying physical processes17. Detecting tectonic stress 

directly is challenging, making it difficult to provide evidence for increased stress20, 23. 

Additionally, mineral zonation is understood to result from repeated arrival of fluids, with each 

arrival leaving an imprint in vein10. Therefore, understanding the controls on earthquakes 

timing is fundamental for comprehending the earthquake’s precursory nature and determining 
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time-dependent earthquake hazard. Notably, the time-lag shifting might vary when more 

detailed time-series data is incorporated in future work. 

Conclusion:  

Groundwater level fluctuations, in the study area of Chiang Mai Province, appear to correlate 

with earthquake rates, while the other considered factors seem to have equal to lesser 

correlation. However, this conclusion is preliminary and specific to the studied district. Further, 

in-depth research is needed to strengthen these findings, and extending the study to other areas 

is essential for drawing conclusions on a regional scale. We are acknowledging that both 

catalogs are incomplete and developing, our study prioritizes implementing online-available 

data for convenient use as seismic precursors. This work also aims to promote instrument 

maintenance and improvement for cooperative use across various research fields. 

 Considering societal concerns, it is important to note that hydrologically derived stress 

variations are minor compared to long-term tectonic stresses, particularly in regions unaffected 

by major climate change or large-scale aquifer depletion11. 
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Abstract: 

Discontinuities such as bedding planes in sedimentary rocks or laminations in metamorphic 

rocks can affect the stability of rocks. Furthermore, the evolution of strength and failure 

around a hole in compressed rocks is the most critical factor affecting rock properties during 

geotechnical engineering work. This research evaluated the effects of different hole diameters 

and loading directions on specimens using the Phra Wihan sandstone Formation of the Khorat 

Group. The rock samples were prepared in a prismatic shape of 100 x 50 x 50 mm from 

different orientations, including intact rocks and rocks with 12 mm and 20 mm diameter 

holes. Three specimens were prepared parallel to the loading direction, while the others were 

inclined. The uniaxial compressive strength test, the failure evolution of the specimens, and 

the effects of anisotropic stress on crack networks were analyzed. The results show that 

compressive strength decreases with hole diameter, where the inclined plane is slightly higher 

than the parallel plane. Furthermore, the failure of evolution in the specimens can be divided 

into three types: tensile crack, shear crack, and tensile to shear crack.  

 

Introduction: 

The mechanical properties of circular holes in rocks exhibit variations based on the direction 

of anisotropy. Numerous studies suggest that the shape of a hole significantly affects the 

strength of rock, with circular holes having the least impact, while triangular holes exert the 

greatest influence1. Furthermore, the orientation of isotropic planes influences the 

displacement behavior of tunnels, with the greatest displacement occurring perpendicular to 

the isotropic planes when subjected to hydrostatic stress2. Moreover, experiments on rock 

samples with varying hole positions and diameters demonstrate significant changes in 

stress-strain behavior, peak strength, failure patterns, and energy conversion, highlighting the 

critical role of hole orientation in influencing mechanical properties and failure modes3. The 

risk of geological hazards, such as roof collapse, rock spalling, and rock bursts, in 

underground engineering increases significantly when static and dynamic stress 

concentrations are combined4-5.  

Additionally, many underground projects must contend with geological structures, 

such as faults and folds, characterized by well-developed bedding, which are generally less 

stable. 6-7. Rocks with varying bedding angles exhibit different mechanical properties and 

failure modes when subjected to both dynamic and static stresses8-10. These findings 

collectively underscore the significant influence of anisotropy orientation on the mechanical 

behavior of rocks containing circular holes, particularly in terms of strength, deformation, 

and failure modes. This research investigates the effects of discontinuities and the presence of 

holes in rocks, with a particular emphasis on the Phra Wihan sandstone Formation of the 

Khorat Group. Discontinuities, such as bedding planes and holes, significantly affect rock 

stability and behavior during activities like blasting excavation. The experiment involved 

rock samples shaped orthogonally, with varying hole sizes and loading orientations. The tests 
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included uniaxial compressive tests on both intact rocks and those with holes, analyzing 

failure patterns, crack propagation, and the effects of anisotropic stress, as well as calculating 

elastic modulus and Poisson’s ratio. This study offers valuable insights into how 

discontinuities and hole dimensions influence rock behavior, which is essential for 

geotechnical engineering applications. 

 

Experimental procedures: 

The specimen preparation and experimental procedures 

The tests conducted in this study utilized the Phra Wihan Sandstone Formation, which is part 

of the non-marine deposits of the Khorat Plateau, collectively known as the Khorat Group11. 

The formation is predominantly thick-bedded to massive white sandstones, with occasional 

thin beds of reddish-brown to gray claystone (Figure 1.). Block samples were collected from 

an outcrop in Khon Kaen Province, Northeast Thailand. These blocks were then sliced to 

obtain prismatic specimens with average dimensions of 50 mm in thickness, 50 mm in width, 

and 100 mm in height (see Figure 2). Two types of specimens were prepared: one group with 

bedding planes parallel to the loading direction and another with bedding planes inclined to 

the loading direction. Holes with diameters of 12 mm and 20 mm were drilled into the center 

of the specimens using a diamond hole saw. The loading surfaces of all specimens were 

polished in accordance with the standards set by the International Society for Rock 

Mechanics (ISRM)12. Six specimens with bedding planes parallel to the loading direction 

were prepared for uniaxial compression tests, while additional specimens were prepared for 

both uniaxial and ultrasonic wave velocity measurements. These included two intact rock 

samples, two with 12 mm diameter holes, and two with 20 mm diameter holes (see Figure 3). 

Specimens with bedding planes inclined to the loading direction were prepared in a similar 

manner. Thus, six specimens were required for each bedding plane angle, resulting in a total 

of 12 specimens. 

 
 

Figure 1. 

The block samples of the Phra Wihan Sandstone Formation. 

 
Figure 2. 

The typical dimensions of the specimens for laboratory tests. 
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Figure 3. 

Two types of specimens: (top) bedding planes inclined to the loading direction and (bottom) 

parallel to the loading direction. 

Physical properties  

The physical properties of nine representative specimens, selected from all block samples, 

were determined. Two properties, density and porosity, were evaluated for these specimens. 

These properties were conducted by the water replacement method following the testing 

standard of ISRM 12, and their values are tabulated in Table 1. 

 

Table 1. 

An average physical property of the representative specimens. 

Sample No. Dry density (g/cc) Porosity (%) 

PW-1 2.10 6.77 

PW-2 2.21 6.42 

PW-3 2.24 5.44 

PW-4 2.16 4.00 

PW-5 2.20 3.25 

PW-6 2.42 6.49 

PW-7 2.21 4.03 

PW-8 2.26 2.99 

PW-9 2.26 5.37 

Average 2.23 4.97 

 

Experimental setup 

All specimens were tested under dry conditions and assessed for unconfined compressive 

strength (UCS). The testing procedure for UCS adhered to the standards set by ASTM13. Two 

electrical strain gauges were attached to the surfaces of the specimens, as illustrated in Figure 

4, to measure axial and lateral strains. Consequently, the static elastic modulus (Es) and 

Poisson's ratio (νs) were calculated based on the relationship between the stress-strain curves. 
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Figure 4. 

The specimens with the electrical strain gauge (left) axial strain and (right) lateral strain. 

 

The first group of specimens was tested under static load conditions to measure the 

maximum stresses. After that, the second group of specimens was tested under increased 

static load conditions at initial, 50%, and 75% stress states, calculated from the first group of 

tests. Meanwhile, the ultrasonic wave velocities of the P-wave and S-wave were measured. 

Consequently, the dynamic elastic modulus (Ed) and Poisson’s ratio (νd) were calculated 

using the following equations: 

 

              (1) 

 

 

  (2) 

 

  

Where Vp and Vs represent the compression (P-wave) and shear (S-wave) velocities, 

respectively, and ρ is the density of the specimen. 

 

Test results and discussion: 

Table 2 presents the static unconfined compressive strength of six specimens under two 

different bedding direction conditions. The data indicates that compressive strength decreases 

with an increase in hole diameter. Moreover, specimens with bedding planes inclined to the 

loading direction exhibit slightly higher compressive strength than those with bedding planes 

parallel to the loading direction. According to Deere and Miller's engineering classification of 

rocks, the strength of the specimens can be categorized into various levels based on strength 

and modulus ratio. The intact specimens are classified as having medium strength, while 

those with holes are classified as having high strength. 

Failure characteristics of the specimen were divided into two types, as depicted in 

Figure 5. The diagram illustrates two types of failure modes associated with different crack 

inclinations: (1) tensile crack (T) and (2) shear crack (S). The inclination of the fracture 

significantly influences the failure mode of the specimens. With respect to bedding plane 

inclination, shear cracks (S) predominantly occur around the hole, while tensile cracks (T) 

primarily manifest outside the pre-existing crack. When the bedding is parallel to the loading 

direction, tensile cracks (T) appear symmetrically on both the upper and lower sides of the 
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hole, indicating that tensile stress concentration occurs at the hole. Additionally, tensile (T) 

and shear (S) cracks are observed at the tangents of the pre-existing crack in relation to the 

hole and the original crack. 

The ultrasonic wave velocities, dynamic elastic modulus (Ed), Poisson’s ratio (νd), 

the static elastic modulus (Es), and Poisson’s ratio(νs) at different stress states are tabulated in 

Table 3-4. The results indicate that both P-wave and S-wave velocities increase with rising 

stress levels and then slightly decrease when the stress reaches 75%, as shown in Figure 6. 

The wave velocities in specimens with inclined bedding planes are higher than those in other 

orientations. Furthermore, the dynamic elastic modulus (Ed) and static elastic modulus (Es) 

exhibit a similar trend to the wave velocities. For specimens DY-02, DY-04, and DY-05, all 

parameters decrease at 75% of the stress state due to the onset of cracking. 

 

Table 2. 

Summary of static loading test. 

Type of 

specimens 

Conditions No. Density UCS Elastic 

Modulus 

(Es) 

Poisson’s 

ratio (νs) 

   g/cm3 MPa GPa  

 Intact ST-01 2.21 66.50 20.22 0.32 

Parallel Hole 12 mm ST-02 2.14 51.81 26.07 0.44 

 Hole 20 mm ST-03 2.05 29.77 31.85 0.66 

 Intact ST-04 2.21 86.09 22.09 0.26 

Inclined Hole 12 mm ST-05 2.13 62.01 33.40 0.32 

 Hole 20 mm ST-06 2.13 31.69 21.73 0.24 

 

 

Figure 5. 

Failure characteristic of specimens under static loading test. 
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Table 3. 

Summary of ultrasonic wave velocities and dynamic elastic modulus in stress state 

conditions. 

Type of 

specimens 

Conditions No. Stress 

state 

P-wave S-wave Elastic 

Modulus 

(Ed) 

Poisson’s 

ratio  

(νd) 

    m/s m/s GPa  

 Intact DY-01 Initial 2468 1526 12.25 0.19 

   50% 2691 1869 15.97 0.03 

   75% 2740 1870 16.45 0.06 

 Hole 12 mm DY-02 Initial 2381 1495 11.03 0.17 

Parallel   50% 2787 1816 15.67 0.13 

   75% 2509 1746 13.20 0.03 

 Hole 20 mm DY-03 Initial 2457 1515 12.05 0.19 

   50% 2637 1736 14.82 0.12 

   75% 2673 1771 15.30 0.11 

 Intact DY-04 Initial 2222 1131 7.59 0.33 

   50% 2671 1887 15.98 0.00 

   75% 2530 1489 12.26 0.24 

 Hole 12 mm DY-05 Initial 2346 1574 13.58 0.09 

Inclined   50% 2705 1857 18.27 0.05 

   75% 2542 1690 15.84 0.10 

 Hole 20 mm DY-06 Initial 2519 1764 13.31 0.02 

   50% 2537 1776 13.50 0.02 

   75% 2642 1762 14.33 0.10 

 

 

Figure 6. 

P-wave (left) and S-wave (right) velocities at different stress conditions 
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Table 4. 

Summary of static elastic modulus and Poisson’s ratio under different stress levels. 

Type of 

specimens 

Conditions No. Stress 

state 

Elastic 

Modulus (Es) 

Poisson’s ratio  

(νs) 

    GPa  

 Intact DY-01 Initial 9.10 0.13 

   50% 21.06 0.87 

   75% 21.53 1.38 

 Hole 12 mm DY-02 Initial 9.57 0.09 

Parallel   50% 23.97 0.52 

   75% 19.13 0.89 

 Hole 20 mm DY-03 Initial 11.63 0.05 

   50% 21.47 0.11 

   75% 51.43 0.97 

 Intact DY-04 Initial 19.10 0.10 

   50% 23.46 0.36 

   75% 47.86 0.53 

 Hole 12 mm DY-05 Initial 21.04 0.18 

Inclined   50% 25.62 0.45 

   75% 42.66 0.79 

 Hole 20 mm DY-06 Initial 27.90 0.03 

   50% 78.75 0.14 

   75% 55.41 0.28 

 

The study reveals a significant effect of hole diameter on the static elastic modulus 

(Es) and Poisson’s ratio (νs), with both properties increasing as the hole diameter enlarges. 

Moreover, the Es values for the two types of specimens, those aligned parallel to the loading 

direction and those inclined to it, are notably higher than the dynamic elastic modulus (Ed) by 

factors of approximately 2.65 and 1.53, respectively (Figure 7). The failure characteristics of 

the specimens under varying stress conditions were identified when the stress level increased 

to 75%, particularly in those with holes. In specimens with parallel bedding planes, tensile 

cracks (T) and shear cracks (S) primarily initiated outside the hole and extended outward. In 

contrast, specimens with inclined bedding planes exhibited a sequence of crack types: 

tensile-to-shear cracks (TS), shear cracks (S), and tensile cracks (T). Shear cracks (S) 

predominantly formed around the hole, while tensile-to-shear cracks (TS) mainly appeared 

outside the pre-existing crack. Additionally, tensile cracks (T) occurred symmetrically on 

both the upper and lower sides of the hole, indicating a concentration of tensile stress at that 

location. The study also identified a significant effect of hole diameter on failure 

characteristics, with larger holes exhibiting more pronounced pre-existing cracks compared to 

smaller ones. Furthermore, pre-existing cracks around the hole were more prevalent in 

specimens with inclined planes than in those with parallel planes (Figure 8) 

636



 

Figure 7. 

Relationship between static elastic modulus (Es) and Dynamic elastic modulus (Ed) 

 

 
 

Figure 8. 

Failure characteristic of specimens at 75% of stress levels. 

 

 

Conclusions: 

The study concludes that hole diameter and bedding plane orientation significantly influence 

the mechanical properties and failure characteristics of specimens. Specifically, an increase in 

hole diameter results in decreased compressive strength, though specimens with bedding 

planes inclined to the loading direction exhibit slightly higher compressive strength compared 

to those with parallel bedding planes. The study also identifies distinct failure modes, with 

tensile cracks occurring symmetrically around the hole in specimens with parallel bedding 

planes, while a combination of tensile and shear cracks appears in those with inclined 

bedding planes. Additionally, both dynamic and static elastic moduli, as well as Poisson's 

ratios, increase with hole diameter, with static moduli being notably higher than dynamic 

ones. Finally, the presence and distribution of pre-existing cracks are more prominent in 

specimens with larger holes and inclined bedding planes. 
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Abstract: 

Sintered steels are widely applied in several industrial fields. However, they are limited 

to some applications due to their porous nature, leading to poor ductility. In this work, the 

approach to enhance ductility, indicated by high total elongation, was conducted to improve 

sintered steel matrix. Two reference sintered steels were produced from two different metal 

powders, such as pre-alloyed Fe-4.0Ni-0.5Mo-0.2Mn (ATOMET4801) and diffusion-alloyed 

Fe-4.0Ni-1.5Mo-2.0Cu (DistaloyHP1) powders. The base powders were mixed with 4.0 wt.% 

silicon carbide and different cobalt powder contents (0.0-3.0 wt. % with 0.5 increments). Both 

sintered steels showed common microstructural features consisting of a black particle 

enveloped with multiphase matrix consisting of bainitic ferrite laths, retained austenite blocks 

and films, and martensite blocks. Both sintered steels showed promising tensile strength and 

elongation. With cobalt modification, strength and elongation values increased with increasing 

cobalt content in both sintered steel types. Strength-ductility synergy was achieved in both 

cobalt-added sintered steel systems. Cobalt was more effective when added to sintered Fe-

4.0Ni-0.5Mo-0.2Mn composite. 

 

Introduction: 

One benefit of the powder metallurgy process is its ability to combine sintering and 

heat treatment into one step known as sinter hardening. Microstructures of sintered carbon 

steels can be tailored to achieve different mechanical characteristics through alloy design and 

controlled cooling rates1. After sintering, if the cooling rate is slow, carbon steels commonly 

exhibit the formation of ferrite and carbide precipitation structures. Alloying elements can alter 

the phase transformation scenarios in sintered steels. So far as we know, all alloying elements, 

except cobalt (Co) and aluminum (Al), slow down the kinetics of pearlite transformation2. The 

advantage is that it is possible to produce lower-transformation product structures that create a 

wide variety of high strength and hardness under slow cooling. 

Ridley et al.3 found that the manganese (Mn), is partitioned between the ferrite and the 

cementite during the pearlite transformation, which significantly retards the pearlite 

transformation rate and slows down the bainitic transformation kinetics.  Ochiai et al.4 claimed 

that Chromium (Cr) and Molybdenum (Mo) increase the eutectoid temperature, promoting the 

high strength of pearlite by refining the inter-lamellar spacing. Silicon (Si) is a ferrite stabilizer 
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that inhibits carbide precipitation5. Nickel (Ni) plays a role in lowering the pearlite start (Ps) 

and the bainite start (Bs) temperatures and can also move both pearlite and bainite 

transformation curves to the right-hand side of the continuous cooling transformation (CCT) 

diagram6,7. Copper (Cu) addition in a hot rolled ferrite-based lightweight steel resulted in a 

higher volume fraction of retained austenite due to bainitic transformation delay has been 

reported by Wang et al.8 

Many previous studies investigated the combined effect of alloying elements on the 

microstructure of sintered composites. SiC, a source of Si and C, was added to pre-alloy 

powders, such as Fe-Mo9-11, Fe-Cr-Mo1, Fe-Mo-Mn12, and Fe-Mo-Mn-Ni13. The sintered 

composite exhibited a microstructure with graphite-bearing particles embedded in the metal 

matrix when the SiC content was approximately 4 wt.%. The matrix structure of the sintered 

composites strongly depends on the pre-alloyed base powder composition. In the Fe-Mo-

Mn/SiC system, the microstructure closely resembled that of an austempered ductile iron; that 

is, it consists of black particles consisting of SiC residue graphite shell, embedded in the 

multiphase matrix consisting of ferrite, pearlite, and ausferrite14. Ruangchai et al.15 proved that 

the increase in Mo content in sintered Fe-Mo-Si-C composites resulted in a lower fraction of 

black particles but a higher fraction of matrix.  According to the previous work13, as the amount 

of Ni increased, so did the proportion of ausferrite structure in the matrix of the sintered Fe-

Ni-Si-C composite. Therefore, increased nickel content led to higher strength and ductility. 

Despite the high tensile strength, the elongation values were still quite low. The trade-off 

between strength and ductility is a well-known dilemma. Gao et al.16 reported that the dual-

phase lamellar microstructure is a possible approach for overcoming the strength-ductility 

trade-off in materials. 
Based on the previous works, it was stated that cobalt (Co) can accelerate bainitic 

transformation5,  varied cobalt (Co) and fixed 4 wt.% SiC were added to pre-alloyed Fe-4.0Ni-

0.5Mo-0.2Mn (ATOMET4801) and diffusion-alloyed Fe-4.0Ni-1.5Mo-2.0Cu (DistaloyHP1) 

powders under the idea that faster bainitic transformation would enhance bainitic ferrite plates, 

resulting in a high proportion of ausferrite having a dual-phase lamellar structure. The 

expectation is to improve elongation without compromising the strength of the sintered 

composite. 

 

Methodology: 

The two base metal powders employed in this work were Fe-4.0Ni-0.5Mo-0.2Mn 

powder (ATOMET4801 from Rio Tinto of Canada) produced by the atomization technique and 

Fe-1.5Mo-2.0Cu-4.0Ni (Distaloy HP1 of Hoganas of Sweden) produced by diffusion bonding. 

Fixed 4.0 wt.% SiC and varied Co contents of 0.0, 0.5, 1.0, 1.5, 2.0, 2.5, and 3.0 wt.% were 

added to the pre-alloyed powder. The powder mixture was mixed with 1 wt.% zinc stearate as 

a lubricant before compacting into tensile test bars with a green density of 6.5 g/cm3. Then the 

powder compacts were sintered at 1280 °C for 45 minutes in a vacuum furnace (Schmetz of 

Germany) at a pressure of 1.28 x 10-5 MPa. After sintering, the specimens were slowly cooled 

with 0.1 °C/s. 

To prepare specimens for optical microscopy (OM) and scanning electron microscopy 

(SEM), the following actions were taken, cutting, mounting, grinding (180 to 1200 grit silicon 

carbide papers), polishing (6, 3, and 1 μm diamond suspension), and etching with 2 % nital in 

ethanol for 10 seconds. Specimens were hot mounted in phenolic resin at around 180 °C using 

a mounting press. Two-stage tint etching (color metallography) was applied to separate bainite, 

martensite, and ferrite regions. The polished surface was pre-etched with 4% picral for 1-2 min. 

before being etched with 10 g of Na2S2O5 in 100 ml of distilled water. 
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Phase identification was carried out by using the X-ray diffraction (XRD) technique. 

The polished specimens were employed for XRD characterization. XRD was performed by 

using a Rigaku TTRAX III X-ray diffractometer with copper source (wavelength of 1.54 Å) 

and conditions including step size of 0.2º, time 0.5 s/step, and angle of 30-100º. 

 

Results and Discussion:  

Microstructure of sintered composite without Co addition 

The sintered Fe-4.0Ni-0.5Mo-0.2Mn with 4.0 wt.%SiC added composite (R1) showed 

microstructural features consisting of black particles enveloped with ausferrite and martensite 

islands (Figure 1(a)). The SEM image of the matrix area is shown in Figure 1(b). Two-stage 

tinting indicated that the ferrite grain surrounding a black particle and bainitic ferrite (BF) plate 

tinted blue, and the martensite island tinted brown (Figures 1(c)  and 1(d)). According to De et 

al.17, the two-stage tint method revealed martensite as brown, bainite as dark blue, and ferrite 

as white. Proeutectoid carbide was seen along prior austenite grain boundaries (Figure 1(c)). 

The sintered Fe-1.5Mo-2.0Cu-4.0Ni with 4.0 wt.% SiC added composite (R2) had the 

same general microstructural characteristic as the previous one, with black particles embedded 

in the metal matrix (Figure 2(a)). The matrix of this sintered composite consists of acicular 

plates of BF confirmed by blue color tinting and blocks of martensite confirmed by brown color 

tinting (Figures 2(c) and 2(d)). BF and blocks of martensite in the matrix area were clearly seen 

in the SEM image Figure 2(b). 

Ni was observed to increase the production of acicular ferrite and hinder the presence 

of granular bainite18. The copper addition of ≥ 2.0 wt% could change the microstructure of the 

Fe-Mo-Si-C sintered composite from pearlite to ausferrite completely11. Regarding the nominal 

composition of both sintered composites, all elements act as austenite stabilizers and suppress 

eutectoid transformation. The combined effect of these alloying elements shows austenite 

stabilization sufficient for acicular ferrite and martensite formation at low temperatures under 

the cooling rate of 0.1°C/s.  
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Figure 1. Microstructure of sintered Fe-4.0Ni-0.5Mo-0.2Mn-4.0SiC composite; (a) OM, 

etched with 2 % Nital, (b) SEM,  etched with 2 % Nital, (c) and (d) OM, two-stage tinted. 
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Figure 2. Microstructure of sintered Fe-4.0Ni-1.5Mo-2.0Cu-4.0SiC composite; (a) OM, 

etched with 2 % Nital, (b) SEM,  etched with 2 % Nital,  (c and d) OM, two-stage tinted 

 

Microstructure of sintered composite with Co addition 

 The matrix microstructure of the sintered Co-bearing R1 composites gradually changed 

as shown in Figure 3. It can be seen in the increase in BF plates (associated with the increase 

in ausferrite) and refining of martensite islands as the amount of Co added increased. The 

sintered composites with ≥ 2.0 wt.% Co addition exhibited little martensite islands. It may be 

implied that cobalt affects both the shape and ratio of BF/martensite islands. The result is 

consistent with previous research reporting that Co can promote BF transformation19.  

 

  

(a) (b) 

  

(c) (d) 
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(e) (b) 

  

(g) (h) 

Figure 3. Microstructure of sintered Fe-4.0Ni-0.5Mo-0.2Mn-4.0SiC composites with Co 

addition of (a) 0.5 wt.%; OM (b) 0.5 wt.%; SEM (c) 1.0 wt.%; OM, (d) 1.0 wt.%; SEM, 

(e) 2.0 wt.%; OM  (f) 2.0 wt.%; SEM, (g) 3.0 wt.%; OM (h) 3.0 wt.%; SEM, 

 

The matrix microstructure of the sintered Co-bearing R2 composite (Figure 4) indicated 

that the refinement of both the acicular BF plate and martensite block increased with the Co 

concentration increase. However, martensite blocks were easily found in all sintered 

composites. This is attributed to the presence of 2.0 wt.% Cu in the base powder. The lamellar 

dual-phase structure was clearly seen in the sintered alloy with 3.0 wt.% Co addition. (Figure 

4 (h)). 
 

  

(a) (b) 
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(c) (d) 

  

(e) (f) 

  

(g) (h) 

 

Figure 4. Microstructure of sintered Fe-4.0Ni-0.5Mo-0.2Mn-4.0SiC composites with Co 

addition of (a) 0.5 wt.%; OM (b) 0.5 wt.%; SEM (c) 1.0 wt.%; OM,(d) 1.0 wt.%; SEM, 

(e) 2.0 wt.%; OM  (f) 2.0 wt.%; SEM, (g) 3.0 wt.%; OM (h) 3.0 wt.%; SEM, 

 

Phase characterization 

The XRD patterns of the sintered R1 and R2 with various cobalt added composites are 

shown in Figures 5(a) and 5(b), respectively. It can be seen that all compositions of sintered 

composite in this work showed peaks corresponding to two different crystal structures. The 

first is the body-centered cubic (bcc) crystal structure belonging to BF and martensite. The 

second is a face-centered cubic (fcc) crystal structure belonging to the austenite phase. The 

results showed a higher intensity of the face-centered cubic (fcc) crystal structure in the sintered 

R1 composite compared to R2. It is possible that the sintered R1 composite may contain higher 

amounts of austenite. 

 

645



 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

 

 

(a) (b) 

 

Figure 5. XRD pattern of the sintered composites (a) Fe-4.0Ni-0.5Mo-0.2Mn-4.0SiC 

(b) Fe-4.0Ni-0.5Mo-0.2Mn-4.0SiC with varying cobalt content. 

 

Mechanical property 

Figure 6 (a) depicts a plot of stress-strain curves for sintered R1 composites that vary 

Co content. All compositions of sintered  R1 composites exhibited ultimate tensile strengths 

(UTS) of more than 800 MPa. The values of elongation were observed to increase with 

increasing Co content.  

Figure 6 (b) depicts a plot of stress-strain curves for sintered R2 composites that vary 

Co content. The UTS strength of sintered steel increased slightly with increasing Co content 

up to 1 wt.%.  Exceeding 1 wt.% Co added, UTS showed a relatively constant value of 

approximately 1200 MPa. The elongation value slightly increased with increasing Co content. 

Sintered R1 composites containing 3% Co by weight can produce elongation values as 

high as 7%, which is remarkable for sintered composites. Tensile strength and ductility improve 

with increased Co content, showing an avoidance of the strength-ductility trade-off dilemma. 

Linking mechanical characteristics with microstructure, it was discovered that the 

microstructure of BF and thin MA plates in sintered composites enhances both tensile strength 

and ductility. This is consistent with the previous work16, which reported that the dual-phase 

lamellar microstructure showed the strength-ductility trade-off better than the equiaxed 

structure. Although strength-ductility synergy was obtained in both R1 and R2 sintered steels, 

cobalt proved more effective when added to sintered R1 steels. 
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Figure 6. Stress-strain curves of sintered composites as a function of Co content. 

 

Conclusion: 

This work investigated the influence of Co addition on BF transformation acceleration 
of two base powders, pre-alloyed Fe-4.0Ni-0.5Mo-0.2Mn (ATOMET4801) and diffusion-

alloyed Fe-4.0Ni-1.5Mo-2.0Cu (DistaloyHP1). Both sintered composites showed common 

microstructural features consisting of a black particle enveloped with a multiphase matrix 

consisting of bainitic ferrite laths, retained austenite blocks and films, and martensite blocks. 

Both sintered steels showed promising tensile strength and elongation. With cobalt 

modification, strength and elongation values increased with increasing cobalt content in both 

sintered steels. Strength-ductility synergy was achieved in both cobalt added sintered steel 

systems. Cobalt was more effective when added to the sintered Fe-4.0Ni-0.5Mo-0.2Mn 

composite. 
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Abstract:  

Chalcone is a natural compound found in various plants such as licorice, angelica and some 

citrus fruits. Its structure, a type of flavonoid, is key to its biological activities which include 

antioxidant, anti-inflammatory, antimicrobial and anticancer properties. The application of 

chalcone, a natural compound, for these biological activities through controlled release from 

nanofiber mats via the electrospinning technique is of interest. In this research, yellowish crude 

chalcone was prepared and recrystallized using an ethanolic solution. Various amounts of the 

chalcone crude extract, specifically 5, 10, 15, and 20 wt.%, were incorporated into a neat 

cellulose acetate (CA) solution (17% w/v in a 2:1 v/v mixture of acetone and 

dimethylacetamide) to fabricate ultra-fine fiber mats using the electrospinning technique, under 

a fixed electric field of 20 kV at a distance of 15 cm. The effects of chalcone crude extract 

content on the morphological appearance and diameter of the as-spun fibers were investigated 

using a scanning electron microscope (SEM). The morphological appearance of the obtained 

fibers was not significantly influenced by this incorporation; the fibers remained smooth, and 

the average diameters of the chalcone-loaded CA fibers ranged from 393±71 and 482±100 nm. 

The diameter of the fibers increased with increasing chalcone concentration. 

 

Introduction:  

Chalcone, a natural compound found in various plants, is a type of flavonoid that has 

garnered significant attention due to its potential therapeutic properties.1 Extracted from 

sources like licorice, angelica, and some citrus fruits,2-4 chalcone is characterized by its distinct 

chemical structure, which includes two aromatic rings connected by a three-carbon 

−unsaturated carbonyl system.5 This structure is key to its biological activities, which 

include antioxidant, anti-inflammatory, antimicrobial, and anticancer effects.6 Research has 

shown that chalcone extract can inhibit the growth of certain cancer cells, reduce oxidative 

stress, and modulate immune responses, making it a promising candidate for drug 

development.7 Its natural origin and diverse biological activities have sparked interest in its 

application in pharmaceuticals, nutraceuticals, and even cosmetics, where it could serve as a 

natural additive with multiple health benefits.8 

Electrospinning is an advanced fabrication technique that has garnered interest for its 

ability to produce nanofibers from polymer solutions.9 The electrospinning process involves 

the formation of a charged jet of polymer solution that stretches and solidifies into nanofibers 

as it is drawn from a syringe through a needle under high voltage. This method not only enables 

the creation of fibers with unique physical properties but also serves as an effective platform 

for integrating various natural products with antibacterial properties.10 By harnessing the 

benefits of natural extracts, researchers can develop innovative materials that enhance 

antibacterial activity, making them suitable for a variety of applications including wound 

dressings, filters, and coatings.11 Natural products such as plant extracts, essential oils, and 
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other bioactive compounds have been traditionally used in medicine for their therapeutic 

benefits including antimicrobial effects.12 

The novel electrospinning technique that incorporates chalcone extract represents a 

cutting-edge approach in the development of advanced nanomaterials for biomedical and 

pharmaceutical applications. This technique is particularly advantageous for creating materials 

with high surface area, porosity, and the ability to encapsulate bioactive compounds like 

chalcone. When chalcone extract is included in the electrospinning process, the resulting 

nanofibers can serve as a delivery system that offers controlled release, protection of the 

bioactive compound, and targeted therapeutic effects.13 The process typically involves 

dissolving chalcone extract in a suitable polymer solution, which is then electrospun into 

nanofibers. The polymer matrix can be selected based on its biocompatibility, degradation rate, 

and ability to interact with chalcone to optimize its release and bioactivity. This technique has 

significant potential in drug delivery systems, wound healing, and tissue engineering. For 

instance, chalcone-loaded nanofibers can be used as wound dressings that not only protect the 

wound but also deliver the anti-inflammatory and antimicrobial properties of chalcone directly 

to the site.14 Additionally, in cancer treatment, these nanofibers could be designed to release 

chalcone in a controlled manner, enhancing its anticancer effects while minimizing side effects. 

In this research, the integration of chalcone extract into electrospun fibers represents a 

promising area of research and development, offering innovative solutions for a variety of 

medical and pharmaceutical challenges. This approach has the potential to combine the 

physical properties of the nanofibers-such as increased surface area, porosity, and mechanical 

strength-with the therapeutic benefits of the chalcone, creating a new class of materials that 

harness the natural healing properties. The incorporation of such extracts in electrospun fibers 

represents a forward-thinking strategy for developing advanced biomedical applications while 

utilizing sustainable and natural resources. Further studies could elucidate the optimal 

conditions for incorporating the extract and evaluating its efficacy in various applications. 

 

Methodology:  

Materials 

Cellulose acetate (CA; white powder; Mw  30,000 Da; acetyl content = 39.8 wt.%; degree of 

acetyl substitution = 2.4) was purchased from Sigma-Aldrich (USA). Ethyl alcohol, acetone 

and dimethyl acetamide from Labscan Asia (Thailand) were of analytical reagent grade and 

used without further purification. 

Preparation of Chalcone crude extract  

Chalcones, also known as 1,3-diaryl-2-propen-1-ones, are a class of polyphenolic compounds 

that fall under the flavonoid family. These compounds serve as precursors to both flavonoids 

and isoflavonoids, playing a crucial role in their biosynthesis. Structurally, chalcones are 

characterized by an open-chain configuration, where two aromatic rings (designated as A and 

B rings) are connected via a three-carbon −unsaturated carbonyl system. Chalcone consists 

of two isomers, trans and cis, with the trans structure being more stable than the cis structure 

as shown in Figure 1. 

 
Figure 1.  

General structure of Chalcone (Chalconoid). 
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Licorice root, typically Glycyrrhiza spp., were washed, cleaned dried and grinded into 

a fine powder to increase the surface area for extraction. The powdered root was then subjected 

to solvent extraction using 95% ethanol. The licorice powder was thoroughly mixed with the 

solvent and left to macerate for several hours to overnight at room temperature. After the 

maceration process, the mixture is filtered to remove solid particles, leaving behind a liquid 

extract rich in chalcones. This extract is then concentrated using a rotary evaporator, which 

removes the solvent under reduced pressure and low temperature, yielding a more concentrated 

chalcone extract (Buchi Labortechnik AG, Flawil, Switzerland, at the temperature of 45 ๐C, 

pressure of 350 mbar and the speed of 60 rpm). 

HPLC-MS analysis was performed to confirm the presence and structure of chalcones 

in the crude extract using a C18 reverse-phase column. The mobile phase consisting of solvent 

A (0.1% formic acid in water) and solvent B (acetonitrile) was set to a gradient elution program. 

Mass spectrometric detection was performed in the positive. The retention time for chalcone 

was observed to be approximately 9 minutes. The chromatogram showed a prominent peak 

corresponding to chalcone, confirming its presence in the extract. 

This analytical data supports the structural integrity of the active chalcone compounds, 

validating the extraction method and confirming the active ingredients. 

Preparation of electrospun Chalcone crude extract-loaded Cellulose acetate fibers 

Cellulose acetate (CA) powder was dissolved in 2:1 v/v acetone/dimethyl acetamide (DMAC) 

to prepare the CA solution at a fixed concentration of 17% w/v. Chalcone-containing CA 

solutions were prepared by dissolving the CA powder and chalcone crude extract in various 

amounts, i.e. 5, 10, 15, and 20 wt.% based on the weight of CA powder in the acetone/DMAC 

mixture.  

The as-prepared solutions were then electrospun under a fixed electric field of 20 kV/15 

cm by connecting the emitting electrode of positive polarity from a Gamma High-Voltage 

Research ES30P high voltage DC power supply to the solutions in a 10-ml syringe. The gauge-

20 stainless steel needle used as the nozzle, and the grounding electrode to a rotating drum, 

used as the fiber-collecting device.  The solutions were controlled feeding rate by a syringe 

pump (NE1000 Quality In Sensing (QIS) Company Limited, Netherlands). The electrospun 

fibers were continuously collected for 12 h., resulting in the fiber mats of 15±5 mm in 

thickness. 

Characterization of electrospun Chalcone crude extract-loaded CA fibers 

The effects of chalcone crude extract content on the electrospinnability of chalcone crude 

extract-loaded CA spinning solutions and the morphological appearance of its as-spun fibers 

were investigated by a JEOL JSM-IT500HR scanning electron microscope (SEM). Each 

specimen was coated with a thin layer of gold using JEOL JFC-1100E sputtering device in a 

vacuum for SEM observation. Diameter of electrospun fibers were measured from SEM 

images, with the average values being calculated from at least 50 measurements.  

 

Results and Discussion:  

Electrospinnability of Chalcone crude extract-loaded CA fibers 

The yellowish chalcone, extract from Licorice root, in various concentration (i.e. 5, 10, 15, and 

20% w/v) mixed with the solutions of neat CA 17% w/v in 2:1 v/v acetone/DMAC and CA 

solution. All as-prepared solutions show well mixing with clear yellow color. These solutions 

were electrospun at a fixed electric field of 20 kV/15 cm. The cross-sectionally round fibers 

were obtained from all as-prepared solutions and no presence of crude extract chalcone 

aggregation was observed on the surface of the fibers, described that the as-loaded crude extract 

chalcone was perfectly incorporated well within the fibers. The color appearance of chalcone 

651



 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

crude extract-loaded CA fiber mats was white, even though the clear yellow color of as-loaded 

chalcone crude extract.  

Morphological appearance of Chalcone crude extract-loaded CA fibers 

Selected SEM images of the as-spun neat CA fibers and chalcone crude extract-loaded 

CA fibers in various concentrations (i.e. 5, 10, 15, and 20% w/v) are shown in Table 1. The 

ultra-fine fibers from each chalcone crude extract-loaded CA solutions have a smooth surface, 

the largest fiber size of 20% wt. chalcone crude extract was observed. Fiber diameters of neat 

and chalcone crude extract-loaded CA fibers are shown in Table 2.  

 

Table 1.  

Selected scanning electron micrographs of neat and chalcone crude extract-loaded 

electrospun CA fibers at various chalcone crude extract contents. 

Chalcone crude 

extract content  

 (wt. %) 

Chalcone crude extract-loaded electrospun CA fibers 

SEM image with x2000  SEM image with x10000  

0 

  

5 

  

10 

  

15 
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Table 1.  

Selected scanning electron micrographs of neat and chalcone crude extract-loaded 

electrospun CA fibers at various chalcone crude extract contents. (Cont.) 

20 

  

 

Table 2. 

Fiber diameters of the chalcone crude extract-loaded electrospun CA fibers. 

Chalcone content  

(wt. %) 

Fiber diameters  

(nm) 

0 361 ± 74 

5 393 ± 71 

10 401 ± 80 

15 443 ± 95 

20 482 ± 100 

 

The diameter of the neat CA fibers were 361±74 nm, while those of the chalcone crude extract-

loaded CA fibers ranged between 393±71 and 482±100 nm. These chalcone crude extract-

loaded electrospun fibers were larger than those neat CA, it was also shown that the chalcone 

crude extract present in the electrospun fibers. This result agreed with the report of loading 

drug i.e. NAP, IND, IBU, and SUL in the electrospun CA fibers which the average fiber 

diameter of neat CA was 231 nm while drug loaded-CA was in the range of 263-297 nm and 

did not affect their morphology.15 Research also showed the incorporation of active compound 

of curcumin in the electrospin CA fibers, and the average fiber diameter of neat CA was 301 

nm while curcumin loaded-CA in various amount were in the range of 314-340 nm.16  

In Table 2, the results clearly indicate that the ultra-fine fiber diameter increased by 

increasing the chalcone crude extract concentrations, described by more amount of chalcone 

crude extract incorporation in the solution then resulted more content in the electrospun fiber. 

The optimum chalcone crude extract with the concentration of 20 wt.% in CA solution, 

fabricated the electrospun fiber with average diameter of 482±100 nm.  
 

Conclusion:  

In the present contribution, yellowish chalcone crude were prepared from Licorice root, 

and recrystallized using an ethanolic solution. These chalcone crude extract were added to the 

neat cellulose acetate (CA) solution (17% w/v in 2:1 v/v acetone/ dimethylacetamide) in 

various amount of 5, 10, 15, and 20 wt.% based on the weight of CA powder. The as-prepared 

solutions of neat CA and chalcone crude extract-loaded CA were then fabricated into ultra-fine 

fibers via electrospinning at a fixed electric field of 20 kV/15 cm. The effects of chalcone crude 

extract contents on the morphological appearance and diameter of the electrospun fibers were 

investigated by a scanning electron microscope (SEM). The morphological appearance of 

electrospun fibers from each solution was observed with smooth fibers, no presence of crude 
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extracted aggregation on the fiber surface. The fiber size of chalcone crude extract-loaded CA 

was larger than the neat CA. The average diameters the chalcone crude extract-loaded CA 

fibers ranged between 393±71 and 482±100 nm. The electrospun fiber diameter increased by 

increasing the chalcone crude extract concentration. These as-prepared electrospun fiber mats 

were further studied for biological activities. 
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Abstract: 

Apatite is a phosphate mineral. Gem-quality green to blue apatite crystals are desirable in the 

gem and jewelry trade, although their hardness is quite low. In this study, thirty natural rough 

green to yellow apatite samples from Madagascar were experimentally heat treated under 

oxidizing and reducing conditions to observe the change of their colors and characterized 

gemological properties using gemological standard methods, and some advanced techniques. 

Specific gravities and refractive indices of the samples are in the same range as those from 

other localities across the world. They were inert under short-wave and long-wave UV 

radiation before heat treatment whereas they showed weak to moderate orange fluorescence 

under short-wave radiation after heat treatment. Fractures and healed fractures were found in 

every sample, and hollow or filled tube inclusions were observed in most samples when 

viewed under a microscope. The samples were heated six times at a maximum temperature of 

300, 400, 500, 600, 700, and 800°C at each condition, with a soaking time of 1 hour at each 

maximum temperature. The result of the heating experiments revealed that the temperatures 

between 600°C to 700°C could change the green hue of the samples to a more blue color but 

the yellow hue of the samples tended to be faded and turned colorless with a decrease in 

transparency. The fracture inclusions were more developed after heat treatment. Chemical 

composition analysis using micro-EDXRF revealed the major and important trace elements 

related to color-causing were calcium, phosphorus, manganese, iron, cesium, and 

neodymium. The UV-Visible-NIR absorption spectra of the samples exhibited a broad 

absorption between 600-700 nm related to the color center of Ce3+-SiO3- and SO3- and the 

peaks approximately at 580, 750, and 803 nm due to Nd3+. After heating the green apatite 

samples at the temperature between 600°C to 700°C, the intensity of the absorption band 

between 600-700 nm increased, corresponding to the change of the green to more blue color.  

 

Introduction:  

Apatite is a phosphate mineral with a general chemical formula Ca5(PO4)3(F,Cl,OH). It can 

occur as a common accessory mineral widely distributed in several geologic environments 

including magmatic, sedimentary, metamorphic, and hydrothermal systems.1 Apatite is 

enriched with trace elements and halogen elements, such as iron, manganese, rare earth 

elements (REE), fluorine, and chlorine.1 Apatite can be divided into three groups depending 

on hydroxyl, chlorine, and fluorine contents. They include hydroxylapatite, chlorapatite, and 

fluorapatite.2 However, fluorapatite is the most common of the three groups used for 

gemstones and generally referred to simply as apatite within the gem trade whereas 

hydroxylapatite is much less common and chlorapatite is very rare.1,2,3 The formation of 

apatite can provide important information on the geological history of magma evolution and 

processes that have affected rocks and minerals.1 

 Fluorapatite with chemical formula X5(ZO4)3Y is hexagonal with space group P63/m 

and two formula units per unit cell.3 According to its chemical formula X5(ZO4)3Y, X is an 

ion represented by Ca2+, which can be isomorphically replaced by Mg, Fe, Mn, Sr2+, and 
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REE3+. Z is an ion represented by P5+ and also Si, S, C, V, etc., whereas Y is an additional 

anion. Ca2+ occupies two kinds of positions in the apatite lattice, represented by Ca1 

(coordination 9 with 9 oxygen ions) and Ca2 (coordination 7 with 6 oxygen ions and an 

additional anion).3 Apatite structures can tolerate relatively large structural distortions and 

allow different substitutions.3 Deposits of apatite have been found in many countries across 

the world. Gem-quality apatite crystals are discovered in many places, including Brazil, 

Myanmar, Mexico, and Madagascar.1 Although apatite has a hardness of 5 on the Mohs scale, 

making it too soft to be used as a gemstone for jewelry, the wide range of colors in nature of 

apatite is still attractive. Transparent stones with desirable colors, such as neon blue, can be 

faceted into gemstones and are still sought-after in the gem trade. Gem-quality apatite 

crystals are transparent to translucent. Most apatites are commonly green to blue but can also 

be colorless, yellow, pink, brown or violet. The blue and green apatites are commercialized in 

the gem trade.1 It is well known that natural apatites can contain impurities of transition 

metals such as Mn, Fe, Ti, and Cr as well as the REEs of Ce, Pr, Sm, Nd, Er, Tm, and Ho. 

Because of the wide range of impurities, there is much doubt about the origin of the 

color.1,3,4,5 The intense blue apatites seen in the gem and jewelry trade today most typically 

result from the heat treatment of a natural stone. Neon blue to green apatites are often 

confused with the color of Paraíba tourmaline, which has higher prices. Moreover, mineral 

collectors prized them not only for their interesting colors but also for their beautiful 

fluorescence. This leads to the increasing usage of apatites for jewelry nowadays.  

 As mentioned above, the neon blue to green color apatite is similar to that of Paraíba 

tourmaline. This kind of apatite is imitated or sold as the Paraíba tourmaline to deceive the 

customers. However, apatite has a hardness of only 5, whereas tourmaline has a hardness of 7 

to 7.5. Aside from a destructive scratch test to determine the hardness, distinguishing faceted 

apatite from tourmaline can sometimes prove challenging. Moreover, the greenish blue 

apatite in the gem trade often comes from the heat treatment of green apatite. The main 

purposes of this experiment are to investigate the change of colors of green and yellow 

apatite samples when heating at different temperatures and find out the optimum temperature 

to change the green and yellow apatites to blue or greenish blue ones. This experimenting 

heating study also extends to determining the gemological properties of the apatite samples 

before and after heat treatment.  

 

Methodology:  

Thirty samples of natural rough apatites from Madagascar ranging from 1.11 to 6.94 ct. were 

studied. The samples were polished at least on one side of each crystal for comparison of the 

color change before and after heat treatment. The apatite samples were divided into six 

groups depending on the apparent color, including dark green, light green, bluish green, 

greenish yellow, brownish yellow, and yellowish brown groups. All samples were transparent 

to translucent. The samples were heated under oxidizing and reducing conditions to compare 

the change of colors in different conditions and analyzed for the gemological properties, 

chemical compositions, and spectroscopic features. The analytical gemological techniques 

included specific gravity, refractive index, fluorescence, and internal features using standard 

gemological instruments. Twelve samples from the six groups were selected for chemical 

composition analysis by Bruker M4 TORNADO micro X-ray fluorescence spectrometer 

(energy dispersive system). The obtained chemical data were measured from single crystal 

samples. Ultraviolet-visible-near infrared (UV-Vis-NIR) absorption spectra for all thirty 

samples were recorded throughout 300-1000 nm before and after heat treatment using a 

Hitachi U4001 spectrophotometer with a slit width of 2 mm and a scan speed of 300 nm/min. 

The Ultraviolet-Visible-Near infrared absorption spectra can give information related to 

electron transitions of trace elements or other structural defects. Heat-treating experiments 
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were carried out six times with a SANTE electric furnace, under oxidizing and reducing 

conditions at 300°C, 400°C, 500°C, 600°C, 700°C and 800°C soaked for 1 hour at each 

temperature. The heating rate is 3°C per minute and the samples were slowly cooled down to 

room temperature before being removed from the furnace. The heat-treating experiments and 

gemological analyses were done at the Department of Geological Sciences, Faculty of 

Science, Chiang Mai University, Chiang Mai, Thailand. The chemical composition analysis 

was carried out at the Gems and Geological Items Analysis Section, Department of Mineral 

Resources, Bangkok. 

 

Results and Discussion:  

The colors of thirty natural rough apatites from Madagascar ranged from light green to 

yellowish brown, and they were transparent to translucent (Figure 1). The studied samples 

were classified into two categories: green hue and yellow hue. The two categories were also 

subdivided into six groups depending on their initial color appearance viewed under a 

daylight fluorescence lamp. They consisted of light green, dark green, bluish green, greenish 

yellow, brownish yellow, and yellowish brown groups. The specific gravity of all samples 

ranged from 3.17 to 3.22. The refractive indices for nε were 1.638 to 1.643 and nω were 1.633 

to 1.640 with birefringence between 0.003 and 0.007. Those values were consistent with 

natural apatites from other localities worldwide. The samples were inert under short-wave 

and long-wave ultraviolet radiation before heat treatment. For internal features observed 

under a gemological microscope, hollow or filled tubes and fractures or healed fractures were 

found in every sample. Some samples showed pyrrhotite crystals, calcite crystals, two-phase 

inclusion, fluid inclusion, and orange to brown stains along fractures. 

The twelve samples were selected from the six groups for chemical analysis. The 

chemical data of the samples from the six groups revealed a major weight percentage oxide 

of P2O5 and CaO. Minor and trace elements detected were Mg, Si, S, Cr, Mn, Fe, Cl, and 

REEs, including Sr, Y, La, Ce, Nd, Sm, Tb, Dy, Yb, Lu, and Pb. The concentrations of the 

major elements and the trace elements, which were probably related to the colors, were 

shown in Table 1. The obtained chemical compositions corresponded to the general chemical 

formula of apatite; X5(ZO4)3Y. X was an ion represented by Ca2+, which can be 

isomorphically replaced by Mg, Fe, Mn, Sr2+, and REE3+.1 Z was an ion represented by P5+ 

and also Si, S, etc., whereas Y is an additional anion.1  

The 30 apatite samples were heated under oxidizing and reducing conditions at 

300°C, 400°C, 500°C, 600°C, 700°C, and 800°C at each condition with a soaking time of 1 

hour at each maximum temperature. The changes in the samples’ colors were compared 

before and after heat treatment (Tables 2 and 3). The heating experiment of the samples in 

both conditions showed a similar trend of color changes. The initial colors of all samples 

started to change after heating at 400°C to 500°C. Most samples in the green hue groups, 

after heating at 600°C, showed the fading of green hue intensity and showed more blue color, 

whereas the samples in the yellow hue groups tended to be colorless. After heating at 700°C, 

the colors of most samples in the green hue groups turned more blue with variations of blue 

color intensities. The colors of most samples in the yellow hue groups turned nearly colorless. 

After heating at 800°C, all samples lost their colors and appeared more colorless or white. 

Heating the samples with a green hue under oxidizing exhibited a slightly better change of 

colors when compared to heating those samples under reducing conditions. They showed 

brighter blue. The appropriate heating temperature to change green apatite to blue apatite is 

suggested at 600°C to 700°C. After heat treatment, nearly most samples were fluorescent 

under short-wave ultraviolet radiation. They fluoresced weakly to moderate orange. There 
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was no significant change in the specific gravity and refractive indices. The fractures, healed 

fractures, and tubes in the heated stones were more developed. The orange-to-brown stained 

fractures turned darker to dark brown or black (Figure 2). 

 

  

Figure 1.  

A set of representative samples in six groups including light green, dark green, bluish green 

(left to right, respectively, in the upper row), greenish yellow, brownish yellow, and 

yellowish brown (left to right, respectively, in the lower row). 

 

Table 1.  

Chemical compositions of some elements in weight percent oxides of the selected apatite 

samples from Madagascar determined by micro-XRF. 

 

Chemical 

compositi

on (wt.%) 

Light 

Green 

Dark 

Green 

Bluish 

Green 

Greenish 

Yellow 

Brownish 

Yellow 

Yellowish 

Brown 

P2O5 47.66-

49.19 

47.66-

47.68 

49.19-

49.94 

47.90-

51.81 

47.77-

48.97 

48.77-

49.19 

CaO 47.56-

47.73 

47.56-

47.73 

47.17-

47.31 

45.58-

46.62 

45.15-

46.26 

45.93-

46.25 

MnO 0.01-0.03 0.01- 0.03 0.03-0.04         0.01-0.02 0.01-0.03 0.03-0.05 

Fe2O3 0.01-0.02 0.01-0.02 0.01-0.02 0.03-0.75 0.02-0.43 0.03-0.04 

Ce2O3 0.20-0.25 0.20-0.25 0.21-0.23 0.86-0.87 0.52-0.63 0.78-0.83 

Nd2O3 0.05-0.08 0.04-0.08 0.11-0.12 0.43-0.45 0.28-0.29 0.42-0.57 

 

The UV-Vis-NIR absorption spectra of the unheated apatite samples with a green hue 

showed significantly a broad absorption band between 600-700 nm related to the color center 

Ce3+-SiO3- radical and SO3-, whereas those apatite samples with a yellow hue showed 

absorption bands mainly at 580, 750, and 803 nm due to Nd3+.6 After heating under both 

conditions, the absorption band of the color center Ce3+-SiO3- radical and SO3- still appeared. 

However, when the temperature reached 700°C, the intensity of that band was increased in 

most samples with the green hue corresponding to the appearance of a brighter blue color. 

When the samples turned colorless or white after heating at 800°C, the absorption band of the 

color center Ce3+-SiO3- radical and SO3- disappeared (Figure 3). The samples with a yellow 
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hue showed absorption bands mainly at 580, 750, and 803 nm, but the absorption band of the 

color center Ce3+-SiO3- radical and SO3- did not appear. After heat treatment, the absorption 

bands of Nd3+ still appeared. The fading of the yellow color hardly affected the intensity of 

those bands (Figure 4).  

 

Table 2. 

Representative of color changing of natural apatite samples from Madagascar before and after 

heat treatment at different temperatures under oxidizing conditions. 

 

Group 
Light  

Green 

Dark  

Green 

Bluish  

Green 

Greenish 

Yellow 

Brownish 

  Yellow 

Yellowish 

  Brown 

Unheated 

    
  

300°C 

    

 

 

400°C 

    

  

500°C 

    

  

600°C 

    

  

700°C 

    

  

800°C 
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Table 2. 

Representative of color changing of natural apatite samples from Madagascar before and after 

heat treatment at different temperatures under reducing conditions. 

 

Group 
Light  

Green 

Dark  

Green 

Bluish  

Green 

Greenish 

Yellow 

Brownish 

  Yellow 

Yellowish 

  Brown 

Unheated 

    

  

300°C 

    

  

400°C 

    

  

500°C 

    

  

600°C 

    

  

700°C 

    

  

800°C 
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Figure 2. Comparisons of the fractures and healed fractures (the upper row), and tubes (the 

lower row) in the representative apatite samples before (left column) and after heat treatment 

(right column).  

  
 

Figure 3. The UV-Vis-NIR absorption spectra of the green apatite samples from Madagascar 

before and after heat treatment under oxidizing conditions at different temperatures.  
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Figure 4. The UV-Vis-NIR absorption spectra of the yellow apatite samples from 

Madagascar before and after heat treatment under reducing conditions at different 

temperatures. 

 

Conclusion: 

The gemological properties of the studied apatite samples from Madagascar indicated that 

they were consistent with natural apatite from other localities worldwide. Chemical 

compositions showed calcium and phosphorus as major elements. The important trace 

elements relating to the cause of color included manganese, iron, cesium, and neodymium. 

This heating experiment showed that the temperature has a great effect on apatite colors. The 

heat treatment of apatite under oxidizing and reducing conditions exhibited a similar result 

with a slight color saturation difference. The green to bluish green apatite samples could 

change to a more blue color after heating between 600°C and 700°C whereas those ranges of 

temperatures could change the yellow to brown apatite samples to nearly colorless or white 

stones.  After heating at 800°C, the apatite samples tended to lose their initial colors. Both 

green and yellow apatite samples became nearly colorless or white stones. The transparency 

of all samples after heat treatment decreased. The samples showed more developed fracture 

inclusions. The UV-Vis-NIR absorption spectra of all samples indicated that the cause of the 

colors of the green to blue apatites was related to the presence of a photochromatic center of 

cesium in the crystal structure.  
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Abstract:  

The Kaeng Khut Khu Rapid, located in Chiang Khan, Loei Province, is a prominent 

geological feature within the Mekong River, marking a significant geoheritage site at the 

border between Thailand and Laos PDR. This study classifies the rocks at this rapid through 

field observations and petrographic analysis. Field investigations reveal that the rapid has 

been influenced by at least four lineament directions: NE-SW, NW-SE, NEE-SWW, and 

NWW-SEE. Petrographic analysis identifies the rocks as altered coarse-ash tuff and shallow 

intrusive igneous rocks. The tuff is characterized by a pyroclastic texture with poorly sorted, 

subangular pyroclasts, containing crystal fragments of quartz and altered feldspars, as well as 

silicified rock fragments ranging from 0.05 to 0.2 mm. Secondary minerals, including 

epidote, clay minerals, and silica replacement, are also present. The shallow intrusive rocks, 

with their fine-grained texture, are primarily composed of felsic minerals and can be 

classified as granodiorite and granite. These pyroclastic and intrusive rocks are believed to 

have originated from volcanic activity during the Permian to Triassic periods and have 

undergone silicification due to silica-rich solutions following recent tectonic movements, 

which has rendered them resistant to water erosion. Surrounded by the waters of the Mekong 

River, this geoheritage site is best visited between February and May when the river's low 

levels reveal the rapid and offer clear views of the landscape encompassing both Thailand 

and Laos PDR. As a result, the Kaeng Khut Khu Rapid stands out as one of Thailand's most 

important geoheritage sites, combining natural beauty with cultural significance and serving 

as a key tourist attraction. 

 

Introduction:  

Geotourism has emerged as a highly popular form of alternative tourism in the 20th 

century, aimed at raising public awareness of geological heritage [1-5]. Many geologists 

define geotourism as a subset of nature-based tourism that primarily focuses on geological 

aspects [6]. Geotourism typically occurs in geologically significant areas or geosites, which 

are characterized by a diversity of geological features such as rocks, minerals, fossils, 

landforms, landscapes, soils, and other georesources [7]. Geological heritage or geoheritage 

refers to geologically important areas that provide scientific insights into Earth’s processes, 

possess aesthetic value, and can be linked to local lifestyles, culture, and history, while also 

offering the potential for local economic development. These heritage sites can be 

categorized into seven types: type minerals, type rocks, fossils, hot springs, landforms, 
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structural geology, and type stratigraphy. This concept offers numerous benefits to local and 

national communities, including economic, geological, natural, historical, cultural, and social 

advantages. 

Currently, Thailand is advancing geotourism knowledge across multiple dimensions 

nationwide, focusing on developing geologically unique and prominent tourist sites, such as 

sandstone landforms, limestone landforms, hot springs, and waterfalls. These efforts aim to 

elevate these areas to the status of geological heritage, geoparks, and geoconservation sites, 

promoting sustainable tourism in the future [8-10]. To date, over 830 geological sites have 

been surveyed and listed by the Department of Mineral Resources across the country. 

Applying geological knowledge to explain the characteristics and history of these sites not 

only disseminates academic knowledge but also fosters a conservation mindset, preserving 

these geological sites as valuable heritage of Thailand. 

Kaeng Khut Khu, located in the middle of the Mekong River in Chiang Khan 

Subdistrict, Chiang Khan District, Loei Province, as shown in Figure 1, reveals exposed 

rocks visible during the low-water season (February to May). This site is a major tourist 

attraction in Loei Province. However, the rocks at this site have not been systematically 

classified on the geological map of Loei Province; they are known only as granodiorite and 

diorite intrusive igneous rocks. Additionally, no detailed research has been conducted on the 

rocks at this site. Therefore, this project aims to study the lithology and petrology of the rocks 

at Kaeng Khut Khu in the Mekong River to clarify the origin and specific names of the 

exposed rocks and to support its designation as a new geological heritage site in Thailand. 

This study will also facilitate the integration of geological data between Thailand and the Lao 

People’s Democratic Republic.  

 
Figure 1. The satellite image shows the location of Kaeng Khut Khu Rapids at Chiang 

Khan, Loei Province (modified from Google Earth Pro, 2024) 

 

Methodology:  

The materials and equipment used in this study include relevant research reports, field 

instruments (such as a geological compass, hammer, camera, measuring tape, and diluted 

hydrochloric acid), topographic maps, geological maps, and a polarizing light microscope. 

Additionally, photographs related to the study area will be utilized for detailed analysis and 
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discussion in this research. The methodology is divided into field surveys (including location 

identification, rock description, geological structure measurement, photography, and rock 

sampling) and the examination of thin rock sections, 0.03 millimeters thick, under a 

polarizing light microscope to classify rock types and their constituent minerals. For 

structural geological analysis, fracture orientation data collected from the field will be 

analyzed using the GeoRose software to determine the primary structural orientation. Satellite 

imagery will also be analyzed using Google Earth, along with topographic and geological 

maps, to explain the formation of Kaeng Khut Khu. The field data for this study was 

collected in early May 2024, coinciding with the end of the dry season.  

 

Results and Discussion:  

The Chiang Khan area in Loei Province is predominantly covered by sedimentary 

rocks dating back to the Paleozoic Era. In the eastern part of the area, sedimentary rocks from 

the Middle Carboniferous period, approximately 300 to 350 million years ago, are present. 

These rocks consist of interbedded shale, sandstone, and limestone (indicated by the gray 

symbol on the map). These sedimentary rocks have undergone metamorphism into hornfels, 

quartzite, and marble. The contact metamorphic rocks can be found in areas adjacent to 

granodiorite. The igneous rocks observed in the study area are primarily granodiorite and 

granite (indicated by the pink symbol on the map), which intruded during the Late Permian to 

Early Triassic periods, around 250 million years ago. These rocks are associated with the 

formation of mineral deposits in the region, including iron ore, barite, and gold, as shown in 

Figure 2. Additionally, along the Mekong River's banks, there is an accumulation of recent 

fluvial sediments, such as gravel, sand, and soil.  

 
Figure 2. Geologic map of the northern part of Loei Province (Geological data from 

DMR, 2007). 
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Kaeng Khut Khu is an outcrop that spans the Mekong River in an almost north-south 

direction, located at a bend in the river, as indicated by the red point on the geological map 

(Figure 2). The outcrop consists of intrusive igneous rocks (diorite and granodiorite), which 

have intruded into the surrounding sedimentary and tuffaceous rocks. The igneous rocks are 

more resistant to river erosion compared to the surrounding sedimentary rocks, resulting in a 

prominent ridge of igneous rock that forms the outcrop in the middle of the Mekong River. 

Field surveys revealed that the Kaeng Khut Khu outcrop has numerous joints or 

fracture planes, as shown in Figure 3. The outcrop is clearly exposed and relatively 

accessible, especially when the water level in the Mekong River recedes. The exposed rock is 

approximately 3.5 meters wide and 1 meter high, with at least two intersecting fracture planes 

visible (Figure 3). The rock samples collected from the field exhibit a fine-grained texture, 

with fresh surfaces displaying gray, pink, and white colors, while weathered surfaces show 

dark brown and light green hues. The constituent minerals of the rock cannot be identified 

with the naked eye. The samples show a moderate degree of weathering and contain 

numerous quartz veins. 

 

Looking NE at 47Q 786322E 1981608N
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Figure 3. The outcrop at Kaeng Khut Khu, located in Chiang Khan Subdistrict, Chiang 

Khan District, Loei Province, at coordinates 47Q 786317E 1981617N (the geologist in 

the image is 175 cm tall). 

 

Based on the orientation of the joints measured in the field using a compass, the 

GeoRose software analysis identified at least four fault orientations: northeast-southwest 

(NE-SW), northwest-southeast (NW-SE), nearly east-west (NEE-SWW), and nearly west-

east (NWW-SEE), as illustrated in Figure 4.  

The fracture patterns observed in the rock formations at Kaeng Khut Khu align with 

the major linear structures, including the principal faults trending northeast-southwest (NE-

SW) and nearly east-northeast-west-southwest (NEE-SWW), as well as the minor faults 

trending northwest-southeast (NW-SE). The Mekong River may have flowed along these 

geological linear structures, which could include fractures or faults oriented nearly west-

northwest-east-southeast (NWW-SEE) and northeast-southwest (NE-SW). The Kaeng Khut 

Khu area is characterized by a sudden change in the river's flow direction. 

A lithological study of ten rock samples from the study area, examined under a 

polarized light microscope, identified three rock types: (1) coarse ash tuff interlayered with 

fine ash tuff, (2) fine-grained granodiorite, and (3) fine-grained granite or aplite, as illustrated 

in Figure 5. 
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Figure 4. The diagram illustrates the two-dimensional orientation of fractures in 

comparison to both minor and major faults, as well as the direction of the Mekong 

River. 

 

Figure 5. Photomicrographs of thin sections from rock samples at Kaeng Khut Khu 

under polarized light microscopy: (A) and (B) coarse ash tuff interlayered with fine ash 

tuff, (C) fine-grained granodiorite, and (D) fine-grained granite. Qz: quartz, Kf: k-

feldspars, and Hbl: hornblende. 

 

The coarse ash tuff, interlayered with fine ash tuff, exhibits a pyroclastic texture with 

poorly sorted volcanic clasts ranging in size from 0.05 to 0.2 millimeters. These clasts consist 

of quartz, altered feldspars, and rock fragments replaced by silica. Some parts of the tuff 

show the parallel alignment of volcanic sediments, while secondary minerals include epidote, 

clay minerals, and silica replacements in the groundmass. 
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The granodiorite displays a fine-grained, holocrystalline texture with equigranular 

crystals. The mineral composition includes quartz, alkaline feldspars, plagioclase, 

hornblende, and opaque minerals. Based on its texture and mineralogy, this rock is classified 

as microgranodiorite. In contrast, the fine-grained granite exhibits a similar fine-grained, 

holocrystalline, equigranular texture but differs in having a higher quartz content and very 

little plagioclase. This fine-grained granite is also referred to as microgranite or aplite, and 

the texture indicates that both rock types formed from shallow intrusions that crystallized into 

fine-grained textures. 

Kaeng Khut Khu is a significant natural tourist attraction in Loei Province, with 

historical and cultural ties to the livelihoods of fishermen and the waterways of both Thailand 

and Laos. Additionally, Kaeng Khut Khu contributes to the biodiversity of the Mekong River 

Basin by providing habitat for aquatic species and slowing water flow during floods. This 

area has become one of the key tourist destinations in northeastern Thailand and is well-

suited for preservation to foster learning about both natural and cultural heritage. 

Collaborative efforts among relevant organizations could enhance the site's educational, 

tourism, and conservation value in partnership with the local community. These initiatives 

could include revitalizing tourism development plans, promoting community-led boat tours, 

improving Chiang Khan's tourism maps to include Kaeng Khut Khu, refining academic 

information signage, and supporting educational camps for students, researchers, and the 

general public to promote geological heritage. 

Kaeng Khut Khu is a prominent medium-sized geological formation in the middle of 

the Mekong River, distinguished by its rock formations, geological structures, 

geomorphology (river rapid), and landscape. It was formed from volcanic eruptions during 

the Permian to Triassic periods, approximately 250 million years ago. The erupted volcanic 

sediments accumulated as tuff, which later intruded by magma, forming igneous intrusions. 

Subsequently, the area underwent silica replacement due to tectonic activity, resulting in a 

durable rock resistant to erosion. Kaeng Khut Khu's formation is closely linked to geological 

processes such as volcanic eruptions, sedimentation, tectonic movements, and silica 

replacement. Moreover, the site is integral to the Mekong River's diverse ecosystem, as well 

as the cultural and lifestyle practices of communities along the riverbanks. These 

characteristics make Kaeng Khut Khu an ideal candidate for recognition as a geological 

heritage site in Thailand, supporting the conservation of natural resources. 

 

Conclusion:  

Kaeng Khut Khu is a large rapid obstructed flow of the Mekong River, which serves as the 

border between Thailand and Laos. Geological surveys have identified at least four linear 

geological structures within the rock formation, which may represent faults or fractures 

resulting from tectonic activity. Petrographic studies using polarized light microscopy have 

revealed that Kaeng Khut Khu consists of (coarse ash interbedded with fine ash) tuffaceous 

rocks interlayered with shallow intrusive rocks, specifically granodiorite and granite (aplite). 

These rocks were formed from volcanic eruptions during the Permian to Triassic periods, 

approximately 250 million years ago. The volcanic sediments accumulated and solidified into 

tuff, which was later intruded by magma. Subsequently, the area underwent silica 

replacement or silicification due to tectonic activity, leading to the formation of fractures and 

faults in the Quaternary period. The silicification has resulted in a hardened structure that is 

resistant to erosion. Kaeng Khut Khu is classified as a medium-sized geomorphological 

feature, distinguished by its significant geological structures, geomorphology, and landscape. 

The site is also deeply connected to the cultural heritage, lifestyle, and natural environment of 

the region, making it a prime candidate for recognition as a geological heritage site in 

Thailand. 
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Abstract:  

Ban Wang Hat, located in northern Sukhothai Province, is a significant site of prehistoric iron 

smelting, dating back to the Sukhothai Kingdom during the 13th to 14th centuries. Despite the 

abundant presence of metallurgical slags and ancient kilns, some of their intended uses 

remain undocumented. This study employs a comprehensive approach, integrating field 

investigations, sample characterizations, portable X-ray fluorescence (pXRF) geochemical 

analyses, and geological interpretations to classify the mineral deposits in the area. Field 

observations reveal three notable occurrences of metallurgical slags associated with Permian 

tuffaceous sandstone and Permo-Triassic volcanic rocks containing quartz and metal veins. 

Macroscopic examination of the slags highlights metallic characteristics, with sections 

exhibiting vitreous and resinous luster, along with high density and slight magnetic 

properties. Geochemical analysis identifies volcanic rocks such as rhyolite, dacite, andesite, 

basaltic andesite, and basalt, characterized by porphyritic and pyroclastic textures. The slags 

show elevated levels of FeO, MgO, MnO, TiO2, Bi, Sn, Zn, and Cu, indicating a potential 

link to metallurgical smelting of hydrothermal ore deposits, consistent with the area's 

lithological and geological features. 

 

Introduction:  

Iron has been crucial to the economic and political development of the lower or 

southern Northeast region of Thailand since the Iron Age (5th century BCE to early 6th 

century CE). Its impact spans agriculture, civil engineering, and warfare. The predominant 

method of ancient iron production in Thailand involved direct or bloomery smelting, in 

contrast to the indirect or blast furnace smelting process, which produces liquid cast iron. The 

bloomery process encompasses two primary reactions: the reduction of iron oxides to 

metallic iron and the separation of impurities from the iron ore into a liquid slag, resulting in 

the formation of a bloom [1]. This intermediary product consists of metallic iron with varying 

carbon contents, generally in the form of malleable (soft) iron, and accompanying slag [1]. 

Subsequent refinement through smithing is required to consolidate the iron into a billet and 

remove excess slag. 

Smelting generates substantial amounts of slag, residues, and technical ceramics as 

by-products, distinguishing it from primary smithing and object forging. This by-product 

generation is a distinctive marker of iron production sites in Thailand and other regions. The 

widespread occurrence of iron slag deposits, often found in heaps or mounds across the Thai 

landscape, underscores the deep connection between iron production and local communities. 

Despite extensive historical documentation and identification of iron production sites in 

Thailand, our understanding of iron smelting technology is limited to a few 

671



2  (Full paper template) 
 

© The 49th International Congress on Science, Technology and Technology-based Innovation (STT 49) 

 

archaeometallurgically investigated sites, including Ban Di Lung, Ban Krabueng Nok, Ban 

Dong Phlong [2], Ban Khao Din Tai, and Ban Sai Tho 7, all dating to the late prehistoric 

period. 

The potential for later iron production exists; however, the lack of systematic dating 

complicates the reconstruction of historical iron smelting practices. Moreover, the evolution 

of technologies and production organization over time remains poorly understood based on 

current evidence. Studies outside Thailand provide limited insights into historical smelting 

practices. Notable examples include 8th–9th century CE iron smelting in Saphim, Northwest 

Lao PDR [3-4], and iron production during the Angkorian Khmer period [5-7] through to the 

post-Angkorian Khmer period in Cambodia [8-12]. In Cambodia, the distribution of 18–22 

slag deposits/sites, particularly around Preah Khan of Kompong Svay east of Angkor, 

demonstrates the continuity of iron smelting activities from the mid-13th to the early 17th 

centuries, with potential pre-13th century production [8-12]. This highlights the potential for 

dating slag deposits within specific locales to different historical periods. 

In the northwestern region of Sukhothai Historic Town, Thailand, ancient 

metallurgical slags are found near Mae Ramphan Upstream or Mae Ramphan Reservoir, 

approximately 40 kilometers from Sukhothai Historical Park (Figure 1). Despite their 

proximity to iron ore deposits, including the Permian Kiu Lom Formation of the Ngao Group 

(tuffaceous sandstone, tuffaceous shale, and tuff) and Permo-Triassic volcanic rocks 

(rhyolite, andesite, tuff, and agglomerate) associated with faults (NW-SE direction), there is a 

hypothesis regarding the absence of metallurgical materials near these sites. This research 

aims to explore and categorize the geochemical characteristics of slags and igneous rocks to 

contribute to understanding the historical implications associated with the geological features 

and resources of the region. 
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Figure 1. Geological map of the western part of Sukhothai Province and study locations 

in Ban Wang Hat (Geological data adapted from DMR [1]). 

 

Methodology:  

The methodology employed in this study encompasses bibliometric analysis, field 

observation, macroscopic examination, and geochemical analysis, with a focus on major and 

trace elements. Field surveys and data collection involved acquiring detailed information on 
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slags and associated rocks, including attributes such as color, texture, mineral composition, 

and degree of weathering. Approximately 5-6 representative samples of slags and rocks were 

collected from each study site, located both south and north of the Mae Ramphan Reservoir. 

Geochemical analysis of these samples was conducted using a Portable X-ray Fluorescence 

(XRF) analyzer (Olympus Vanta model) at the Department of Geotechnology, Faculty of 

Technology, Khon Kaen University. This analysis aimed to determine the types and 

concentrations of major and trace elements present in the rocks, facilitating the classification 

of their geochemical traits and the assignment of specific rock nomenclature. XRF analysis 

was performed on the unblemished and unweathered surfaces of the samples, although it is 

important to note that this instrument cannot measure elements with low atomic numbers, 

typically those below twelve. The insights gained from the macroscopic examination and 

geochemical analysis will be used to identify rocks associated with the distribution of slags, 

ultimately contributing to the understanding of the underlying ore deposits in the area. 
 
Results and Discussion:  

Field observations were conducted in the Mae Ramphan Upstream area, covering both the 

southern (47Q 540104E 1903365N) and northern (47Q 540448E 1906304N) regions of the 

Mae Ramphan Reservoir. In the southern area, a creek has exposed metallurgical slags, as 

shown in Figure 2A. Over 50 pieces of metallurgical slag, ranging in size from a few 

centimeters to over 20 centimeters, were observed. These slags exhibited various 

characteristics including dullness, glassiness, vitreousness, metallic luster, and some 

displayed vesicular textures and notably high density (Figure 2B). The nearby hill features 

volcanic rocks such as rhyolite porphyry and andesite porphyry (Figure 2C), as well as tuff 

associated with a stockwork of quartz and metal veins. In the northern part of the reservoir, 

metallurgical slags were less abundant but shared similar characteristics to those found in the 

southern region (Figure 2D). These slags are located along the slope of the rhyolite mountain, 

as depicted in Figure 2E. 

Measurements were taken from 30 slag and rock samples collected from the northern 

part of Ban Wang Hat Village, Sukhothai Province, as illustrated in Figure 3. All samples 

were obtained from areas adjacent to the Mae Ramphan Reservoir. The analysis was 

conducted using a portable X-ray fluorescence (XRF) analyzer, selected for its non-

destructive and in-situ measurement capabilities. 

Macroscopic examination of the metallurgical slag samples revealed distinct features. 

Some samples displayed dark gray to black coloration reminiscent of metal, while others had 

brown and light gray surfaces marked by pores and irregular black and white particles 

(Figures 3A-3G). Additionally, surface color variations ranged from white to pale yellow, 

with vitreous and resinous lusters. Certain samples exhibited a ribbon-like texture, indicative 

of melting and flow under heat. Notably, many of the slags exhibited high density and slight 

magnetism. 
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Figure 2. Field investigation and sample distribution. (A) Distribution of slags in a small 

stream located at coordinates 47Q 540104E 1903365N. (B) Metallurgical slags and glass-

like materials observed in situ. (C) Outcrop of diorite porphyry in the southern area. 

(D) Presence of metallurgical slags alongside volcanic rocks. (E) Outcrop of rhyolitic 

tuff in the northern area. 

 
A) B) C) D)

E) F) G) H)

I) J) K) L)

 
Figure 3. Macroscopic Analysis of Metallurgical Slags and Rock Samples. (A-D) Slags 

and flux materials collected from the southern part of the Mae Ramphan Reservoir. (E-

G) Slags and flux materials from the northern part of the Mae Ramphan Reservoir. (H) 

Rhyolite porphyry featuring quartz and metal veins. (I) Andesite porphyry associated 

with quartz and metal veins. (J) Andesite porphyry rich in plagioclase. (K) Quartz 

stockwork containing metal. (L) Rhyolite porphyry. 
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In the southern part of the reservoir, volcanic rocks exhibited a porphyritic texture, 

including both rhyolite and andesite, with numerous quartz replacements observed in 

fractures and veins (Figures 3H-3J). Certain cavities within these rocks were found to be 

infilled with dark-colored metal minerals, which displayed metallic lusters and slight 

magnetism, particularly within quartz stockwork zones (Figures 3I, 3K). In contrast, the 

northern region of the reservoir is characterized by the presence of andesite and rhyolite 

porphyry (Figure 3L). 

The geochemical analysis classified the volcanic rocks into various categories based 

on the SiO2 vs. K2O diagram of Ewart (1982). The classifications include high-K rhyolite, 

low-K rhyolite, dacite, low-K dacite, andesite, low-K andesite, basaltic andesite, low-K 

basaltic andesite, absarokite (basaltic-trachyandesite), and low-K basalt (Figure 4). These 

volcanic rocks are derived from different magma suites, encompassing alkaline, high-K calc-

alkaline, calc-alkaline, and low-K series. 

 

 
Figure 4. Classification diagram of volcanic rocks by using SiO2 and K2O for rock name 

and magma series (diagram modified from [Ewart, 1982]. 

 

The volcanic rocks present in the studied area are part of the Chiang Khong-

Lampang-Tak volcanic belt, which is characterized by a diverse array of volcanic rock types 

erupted over various geological periods from the Permian to the Jurassic [13]. These rocks 

originate from multiple magma sources [13]. However, the accumulation of metallic ores in 

the region is likely a post-volcanic event. After the deposition of volcanic rocks, tectonic 

movements led to the formation of faults, creating voids where hydrothermal solutions rich in 

silica and metals could accumulate. The physicochemical conditions of these hydrothermal 

fluids, which became trapped, are investigated through the study of fluid inclusions found in 

quartz veins. The cavities within the quartz are coated with black and/or dark brown iron 
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oxides/hydroxides, likely consisting of goethite (black), limonite (yellow-brown), as well as 

magnetite and hematite (black with magmatism). 

The analyzed slag exhibits significant geochemical features, particularly in its primary 

oxide composition, which predominantly consists of metal oxides. Analysis based on a 

diagram comparing primary oxide compounds reveals high concentrations of iron oxide 

(FeO) in the metal slag, with smaller amounts of magnesium oxide (MgO), titanium oxide 

(TiO2), and manganese oxide (MnO), as illustrated in Figure 5. Additionally, notable trace 

metals detected in the slag include bismuth (Bi), zinc (Zn), and copper (Cu). Some samples 

also show substantial levels of antimony (Sb), tin (Sn), lead (Pb), and arsenic (As). These 

findings indicate that historical metal smelting activities may have contributed to the presence 

of trace metal elements in the slag, providing insights into the smelting processes employed. 

 

 
Figure 5. The volume comparison diagrams illustrate the concentrations of metal oxides 

(left) and metal elements (right) in metallurgical slags, as analyzed using a portable X-

ray fluorescence (XRF) analyzer. 

 

Ancient iron smelting, a practice of significant historical importance, was crucial for 

the production of tools, weaponry, and construction materials. This complex steel smelting 

procedure demanded considerable technical expertise and was intrinsically linked to iron 

mining operations. Geological knowledge was employed to locate iron ore deposits in 

mountainous regions, which facilitated the extraction of solid iron ore. Historical records 

reveal that ancient civilizations sought out metallic resources conducive to smelting at high 

temperatures to extract iron, resulting in the production of steel. The by-product of this 

process, known as iron slag, was often regarded as waste. 

The origins of metal smelting are frequently attributed to ancient Egyptian 

civilizations, with the Hittites recognized as early adopters of iron smelting around 3,500 

years ago, particularly for tool and weapon production. Steel smelting required high 

temperatures, typically exceeding 1,550 degrees Celsius. Despite the technological 

constraints of antiquity, the smelting process predominantly involved the reduction of iron 

ore oxides, culminating in the formation of solid slag. 
 

Conclusion:  

Ban Wang Hat in Sukhothai Province, a site rich in artifacts and remnants of ancient metal 

smelting activities, offers significant insights into historical metallurgical practices. 

Archaeological evidence suggests continuous human habitation from prehistoric times 

through the era when Sukhothai served as the capital, approximately during the 13th to 14th 

centuries. This study has identified metal slag deposits in the upstream region of Huai Mae 

Ramphan Creek, characterized by a range of colors including black, brown, and gray, and 

exhibiting metallic, glassy, and matte textures. Some samples demonstrate notably high 
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specific gravity and weak magnetic properties. Chemical analysis of these slags reveals 

substantial concentrations of iron oxide (FeO) and notable quantities of bismuth (Bi), zinc 

(Zn), and copper (Cu). These findings, in line with the principle that ore production typically 

occurs near the source of mineral deposits, suggest the presence of metal ore sources near the 

headwaters of Huai Mae Ramphan Creek. Geochemical investigations further indicate that 

the area's volcanic rocks exhibit porphyritic and pyroclastic textures and comprise a diverse 

range of compositions, including rhyolite, dacite, andesite, basaltic andesite, and basalt. 

These rocks, formed from both alkaline and calc-alkaline magma suites, were subsequently 

altered by hydrothermal solutions—metal-bearing fluids—that filled geological voids created 

by differential faulting and precipitated silica and iron deposits. 
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Abstract:  

Water is a vital natural resource essential for all life, supporting irrigation, navigation, and 

consumption. However, water pollution, particularly from hazardous dyes, poses a significant 

threat to aquatic ecosystems and human health. Proper treatment of dye-contaminated 

wastewater is crucial before its release into natural water bodies, as even minute 

concentrations (0.005 mg/L) can visibly alter water color and impact aquatic life. This 

research explores photocatalytic degradation of Rhodamine B dye in synthetic wastewater 

using titanium dioxide (TiO2), with a focus on enhancing its performance in the visible light 

spectrum through copper addition. The study compares chemical and green synthesis 

methods for TiO2 preparation, emphasizing environmentally friendly approaches. Plant 

extracts are being used as a reducing agent to achieve environmentally friendly and pollution-

free synthesis. From the patterns of X-ray diffraction (XRD), chemically synthesized TiO2 

exhibited anatase-type structure (JCPDS 00-021-1272) while green-synthesized TiO2 showed 

both anatase and brookite-type structures (JCPDS 00-029-1360). For the photocatalytic 

performance, it was found that green-synthesized TiO2 achieved 100% Rhodamine B 

degradation under UV light, outperforming chemical synthesis. After loading 0.5%wt Cu on 

green-synthesized TiO2, it demonstrated 100% degradation and 97% efficiency under visible 

light within 120 minutes. This research contributes to the development of efficient, 

environmentally friendly photocatalysts for dye removal from wastewater, addressing critical 

water pollution challenges. 

 

Introduction:  

In today's economy, industries are striving to enhance production efficiency and add value to 

their products through technology and color decoration. This is particularly evident in the 

textile, printing, paper, and incense industries, which are experiencing significant expansion 

and continually improving their production processes to increase productivity. Rhodamine B 

(C28H31ClN2O3) is one of popular basic dyes used in these industries. However, it is a 

carcinogen and can cause skin problems, respiratory inflammation, hemolysis, and liver and 

kidney degeneration.1 These harmful effects have led to an investigation in removing dye 

contaminants from wastewater using various methods such as photocatalysis, adsorption, 

centrifugation, and filtration. Photocatalysis involves catalyzing reactions through the 

combined action of light and a catalyst, replacing traditional heat activation with light 

activation. In this process, electron-hole pairs are generated on the semiconductor by light 

with energy greater than or equal to the band gap of the semiconductor.2 Titanium dioxide 

photocatalysis is an effective method for decomposing dyes without producing toxic 

substances for the environment.1 It is corrosion-resistant and retains its effectiveness upon 

reuse. However, its 3.2 eV band gap limits its use to UV light, which constitutes less than 5% 

of the solar spectrum. Additionally, electron-hole recombination during photocatalysis 

reduces its activity.3 Therefore, metal loading onto titanium dioxide can reduce the band gap 

energy, lowering the energy required for photocatalysis.4 Various methods for synthesizing 

titanium dioxide include co-precipitation, electrolysis, photochemical, and sol-gel 
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techniques.5 These methods often require synthetic reducing agents, which are usually strong 

and toxic. Therefore, plant extracts are preferable for achieving an environmentally friendly 

and pollution-free synthesis.6,,7 Plant-based reducing agents offer greener alternatives.8 This 

research aims to use extracts from Brassica oleracea leaves to synthesize copper-loaded 

titanium dioxide for degrading Rhodamine B dye in synthetic wastewater under light 

irradiation.  

 

Methodology:  

Materials 

Titanium tetra isopropoxide (TTIP, C12H28O4Ti, 97%), Ethanol (C2H5OH, 96%), Rhodamine 

B (C28H31ClN2O3), Copper (II) nitrate trihydrate (Cu(NO3)2·3H2O) and deionized water. 

Brassica oleracea leaves were collected from the local market. All chemicals and reagents 

used are of analytic grade and were used without further purification. 

 

Synthesis of titanium dioxide 

Soft-template method was selected to synthesize titanium dioxide. Firstly, 3.64 grams 

of cetyl trimethyl ammoniumbromide was dissolved in a mixture of 100 mL deionized water 

and 25 mL ethanol. After stirring the sample for 30 minutes, 14.35 mL of titanium 

isopropoxide was added drop by drop while stirring continuously for 24 hours. The 

suspension was washed with ethanol and dried in an oven at 80 ºC. Finally, the powders were 

calcined at 450 ºC for 2 hours.  

 

Synthesis of green titanium dioxide  

 Firstly, brassica oleracea leaves were washed thoroughly with water, then cut into 

small pieces and dry them at 50°C. Next, 50 grams of the dried leaves were boiled in 100 mL 

of deionized water at 50 °C for 1 hour. The mixture was filtered to obtain the brassica 

oleracea leaf extract. 5 mL of the leaf extract and 5 mL of titanium isopropoxide was added 

to 25 mL of deionized water. The mixture was stirred using a magnetic stirrer for 3 hours at 

70°C. After that, the mixture was cooled down to room temperature. The white residue was 

then separated using filter paper and calcined at 400 °C for 3 hours.  

 

Synthesis of green copper-titanium dioxide  

 Copper nitrate trihydrate was dissolved in 25 mL of deionized water to obtain the 

solution with a desired concentration. 3 mL of the leaf extract and 5 mL of titanium 

isopropoxide was then added to the aqueous solution. The mixture was stirred using a 

magnetic stirrer for 3 hours at 70°C. After that, the mixture was cooled down to room 

temperature. The residue was then separated using filter paper and calcined at 400 °C for 3 

hours.  

 

Characterization  

The titanium dioxide samples were characterized by X-Ray Diffraction (XRD). The 

crystallinity of the samples was analyzed using X-ray diffraction (Bruker AXS Model D8) 

with Cu-Kα radiation at 2Ө range of 10o-80o. 

 

Photocatalytic degradation of Rhodamine B dye 

15 ml of rhodamine B dye solution with different concentrations was taken in a 

stoppered conical flask. 75 mg of titanium dioxide samples was added to the flask. 

Furthermore, the mixture was kept in a dark chamber for 1 hour to attain the adsorption-

desorption equilibrium. The photodegradation of Rhodamine B dye under UV-visible 

irradiation was recorded at 30-mintue intervals from 0 to 120 minutes. The collected samples 
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were filtered through Whattman filter paper and the filtrate was analyzed using UV-

spectrophotometer at 554 nm. 

 

Results and Discussion:  

X-Ray Diffraction 

The X-ray diffraction technique analyzed the crystalline phase and average crystalline size of 

green and chemical titanium dioxide, as shown in Figure 1.  
 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. XRD pattern of TiO2 synthesis via green and soft-template method  

 

From the pattern of TiO2 synthesis via soft-template method, the diffraction peaks at 2ϴ of  

25.30°, 37.00°, 48.0°, 55.1°, 62.7°, and 75.05° correspond to the Bragg reflection planes of 

(101), (004), (200), (211), (204), and (215) (JCPDS card no. 00-021-1272), respectively. The 

observed peak at 2ϴ of 25.30° represents the high crystalline nature of TiO₂. From the pattern 

of green TiO2, the diffraction peaks at 2ϴ of 25.3°, 25.7°, 30.8°, and 38.0° represent to the 

Bragg reflection planes of (120), (111), (121), and (040) (JCPDS card no. 00-029-1360). 

These angles indicate the presence of the brookite phase, which is found in smaller amounts 

compared to the anatase phase.9 The average crystalline size of TiO2 was calculated from the 

XRD pattern using the Debye Scherer formula. The average particle sizes for the soft-

template and green synthesis methods were found to be 15.17 nm and 7.71 nm, respectively. 

The advantage of catalysts with a mixed anatase-brookite phase is that they can achieve 

charge separation, which helps reduce electron-hole recombination. This results in favorable 

energy alignment at the heterojunction between anatase and brookite, where electrons can 

move from the conduction band (CB) of brookite to the CB of anatase, while holes can move 

from the valence band (VB) of anatase to the VB of brookite. This charge separation 

effectively reduces recombination10, enhancing the photocatalytic activity of the material. 

 From Figure 2, The XRD patterns of green titanium dioxide synthesized using 

different amounts of leaf extract (1, 5, 15, and 30 milliliters) show the positions of the 

characteristic peaks of anatase and brookite phases. The average particle sizes of green 

titanium dioxide synthesized with these varying extract amounts are 8.64, 8.04, 7.59, and 

7.95 nm, respectively. As the extract amount increases, the particle size decreases, indicating 

the extract acts as a stabilizing agent, counteracting electrostatic forces and reducing particle 

agglomeration.11 A smaller particle size leads to a larger surface area, enhancing the catalyst's 

active surface area for catalytic reactions and light interaction. From Table 1, it is observed 

that the proportion of the anatase phase increases with the amount of extract used. This 

suggests that leaf extract can inhibit the phase transition from anatase to brookite by acting as 

a capping agent. 
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Figure 2. XRD pattern of green TiO2 with various amounts of the extract 

 

Table 1. Properties of green TiO2 photocatalyst with various amounts of the extract 

Volume of 

extract (mL) 

Anatase Brookite Crystalline size (nm) 

(101) 

1 83.22 16.78 8.64 

3 66.87 33.13 8.04 

15 77.46 22.54 7.59 

30 75.00 25.00 7.95 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. XRD pattern of green TiO2 with varying Cu contents 

 

XRD patterns for titanium dioxide with varying Cu content (0-30 wt%), as shown in 

Figure 3, express the characteristic peaks of anatase and brookite phases. No characteristic 

peaks corresponding to the Cu phase were detected. The intensity of the titanium dioxide 

peaks decreased with increasing Cu concentration, likely due to disruptions in the crystal 

structure caused by the insertion of Cu particles into the titanium dioxide lattice.7 Given the 

similar ionic radii of Cu⁺ (0.072 nm) and Ti⁴⁺ (0.062 nm), the Cu dopant can be incorporated 

into the titanium lattice.12 The Cu particles may be well dispersed within the titanium dioxide 

matrix. Titanium dioxide has a tetragonal structure (a=b≠c). From Table 2, that lattice 

parameters "a" and "b" slightly increase with Cu doping, while lattice parameter "c" slightly 

decreases compared to undoped titanium dioxide. This indicates that Cu is incorporated into 

the TiO₂ lattice, with values closely matching the standard database for anatase (a = 3.785 Å, 
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b = 3.785 Å, and c = 9.514 Å).13 The crystallite sizes of titanium dioxide for Cu doping 

concentrations of 0.5, 1, 2, 10, 20, and 30 wt% are 8.51, 8.32, 7.69, 7.60, 6.86, and 6.79 nm, 

respectively. It is evident that the crystallite size decreases as the Cu dopant concentration 

increases. 

 

Table 2. Properties of green Cu-TiO2 photocatalysts 

 

Photocatalytic degradation Rhodamine B dye 

Figure 4 demonstrates the photocatalytic activity of green and chemical titanium 

dioxide.  Higher percentage degradation of 100% was achieved when using green TiO2, 

compared to the soft template method. The mixed anatase-brookite phase enhances 

photocatalytic activity by facilitating charge separation and preventing electron-hole 

recombination. Particle size also plays a critical role, with green synthesis yielding smaller 

particles (7.71 nm) compared to the soft template method (15.17 nm), thus providing a larger 

surface area for catalytic reactions.7 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Degradation of Rhodamine B dye using green and chemical TiO2 photocatalyst at 

initial dye concentration 10 mg/L, under ultraviolet light irradiation. 
 

 

 

 

 

 

 

Catalyst Anatase Brookite a,b (Å) c (Å) Crystalline size (nm) 

(101) 

0Cu-TiO2 66.87 33.13 3.8007 9.4990 8.04 

0.5Cu-TiO2 89.69 10.31 3.7900 9.4915 8.51 

1Cu-TiO2 84.85 15.15 3.7913 9.5017 8.32 

2Cu-TiO2 80.00 20.00 3.7965 9.4933 7.69 

10Cu-TiO2 88.89 11.11 3.7635 9.4519 7.60 

20Cu-TiO2 82.76 17.24 3.7929 9.4886 6.86 

30Cu-TiO2 84.85 15.15 3.8048 9.4883 6.79 
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Figure 5. Degradation of Rhodamine B dye using green TiO2 photocatalyst with various 

amount of the extract at initial dye concentration 10 mg/L, under ultraviolet light irradiation. 
 

Figure 5 shows that green titanium dioxide synthesized with 1 and 3 mL of the extract 

achieved nearly 100% color removal within 90 minutes. Higher extract amounts (15-30 mL) 

resulted in lower efficiency, likely due to a higher proportion of brookite phase, which 

enhances the reduction reaction sites for O₂, forming highly reactive OH• species.14 Given the 

solar spectrum contains less than 5% UV light, the addition of Cu to titanium dioxide reduces 

the energy required for activation, enabling effective visible light photocatalysis. Under 

visible light irradiation, Rhodamine B undergoes N-deethylation, forming Rhodamine 110 

(Rh-110), which can be tracked by the hypsochromic shift in peak absorption. This 

transformation helps neutralize the excess negative charge on green TiO₂ by adsorbed oxygen 

molecules, forming superoxide radicals. 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. (a) Degradation and (b) Removal efficiency (Wr) of Rhodamine B dye using green 

Cu-TiO2 photocatalyst at initial dye concentration 10 mg/L, under visible light irradiation. 

 

To determine the photocatalytic activity under visible irradiation, two simultaneous 

processes occur. As exposure to visible light continues, the initial absorbance peak at 554 nm 

decreases, indicating the degradation of Rhodamine B. Concurrently, a hypsochromic shift is 

observed, with a new peak appearing at 498 nm, corresponding to Rhodamine 110 (Rh-110). 

This shift is a result of the N-deethylation process, where ethyl groups are removed from the 

aminodiethyl groups of Rhodamine B. Ethyl groups act as auxochromes, influencing the 

absorption maximum; their removal causes the observed hypsochromic shift. The formation 

of Rh-110 and the subsequent neutralization of excess negative charge on green TiO₂ by 

adsorbed oxygen molecules lead to the generation of superoxide radicals (O₂•⁻). This process 

modifies the production of reactive oxygen species (ROS), favoring the formation of 

superoxide radicals over hydroxyl radicals (OH•). To evaluate the conversion efficiency (Wc) 

of Rhodamine B to Rh-110, the following equation is used: 

 

a b 
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Wc = (na/nt) x 100 

 

where na is the actual number of moles of the transformed substance, and nt is the theoretical 

number of moles. This formula allows for the quantification of the conversion efficiency, 

reflecting the effectiveness of the photocatalytic process. The conversion efficiency also 

enables the calculation of removal efficiency (Wr). Removal efficiency describes the 

photocatalytic degradation of RhB molecules, resulting from the destruction of 

chromophores. 

Wr = 100 - Wc 

 

Conversion efficiency and removal efficiency should be analyzed together, rather than in 

isolation, when evaluating photocatalytic performance. Figure 6 demonstrates that at copper 

concentrations of 0.5%, 1%, 2%, 10%, 20%, and 30% by weight, the percentage degradation 

of Rhodamine B correlates directly with both conversion efficiency (Wc) and removal 

efficiency (Wr), as detailed in Table 3. Conversion efficiency (Wc) reflects the amount of 

Rhodamine 110 (Rh-110) remaining after the reaction, while removal efficiency (Wr) 

accounts for the overall removal of both Rhodamine B and Rh-110, indicating a clear 

solution.15 The results indicate that a 0.5% copper concentration achieves the highest 

degradation and removal efficiencies, at 100% and 97%, respectively. This suggests that 

0.5% Cu is the optimal concentration for photocatalytic applications under visible light 

irradiation. Higher copper concentrations lead to cluster formation, which increases electron-

hole recombination and consequently reduces photocatalytic activity. 

 

Table 3. Rhodamine B degradation using green Cu-TiO2 photocatalyst with various amounts 

of copper loading at initial dye concentration 10 mg/L, under visible light irradiation. 

%Cu %degradation Wc (%) Wr (%) 

0.5 100 3 97 

1 100 8 92 

2 100 33 67 

10 72 16 84 

20 53 13 87 

30 54 11 89 

 

Among the various copper loadings tested, 0.5% Cu demonstrated the highest 

efficiency in degrading Rhodamine B dye. This concentration was therefore selected to 

investigate the effect of varying initial dye concentrations. Figure 7 illustrates the results for 

dye concentrations ranging from 6 to 60 mg/L. At the initial stages, an increase in RhB 

concentration led to a higher number of dye molecules adsorbed on the catalyst surface, 

which resulted in a notable reduction in the number of available active sites. Additionally, the 

penetration of light energy to the catalyst was hindered by the presence of dye molecules.16 

Despite this, over a period of 120 minutes, some dye degradation occurred as dye molecules 

gradually decomposed. As indicated in Table 4, the removal efficiency (Wr) was highest at a 

concentration of 10 mg/L, achieving a value of 97%, which signifies optimal performance for 

achieving a clear solution. 
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Figure 7. (a) Degradation and (b) Removal efficiency (Wr) of Rhodamine B dye using green 

0.5%Cu-TiO2 photocatalyst at different initial dye concentrations  

under visible light irradiation. 

 

 

Table 4. Rhodamine B degradation using green 0.5%Cu-TiO2 photocatalyst at different 

initial dye concentrations under visible light irradiation 

Initial dye 

concentration 

%degradation Wc (%) Wr (%) 

6 100 7 93 

10 100 3 97 

20 100 5 95 

30 100 4 96 

60 100 44 56 

 

Conclusion:  

The synthesis of green titanium dioxide using environmentally friendly methods 

proves both practical and sustainable. The soft-template method yielded titanium dioxide 

with solely the anatase phase, while the use of Brassica oleracea leaf extract as a reducing 

agent produced a mixed anatase-brookite phase. This mixed phase is advantageous as it forms 

heterojunctions that facilitate charge separation and mitigate electron-hole recombination. 

Titanium dioxide synthesized via the soft-template and green methods had particle sizes of 

15.17 nm and 7.71 nm, respectively. The smaller particle size from green synthesis provides a 

larger surface area, enhancing light exposure. To improve photocatalytic activity under 

visible light, copper was incorporated into the titanium dioxide. The mixed anatase-brookite 

phase was retained, and no distinct Cu peaks were detected, suggesting effective dispersion 

and integration of Cu within the titanium dioxide lattice. For Rhodamine B degradation, the 

green titanium dioxide achieved a degradation rate of 100%, compared to 98% with the soft-

template method, under UV light within 90 minutes. The optimal Cu concentration for 

Rhodamine B degradation was 0.5% wt, resulting in 100% degradation and a removal 

efficiency (Wr) of 97% under visible light irradiation within 120 minutes. Increasing the 

initial dye concentration initially slowed degradation due to reduced light penetration caused 

by dye molecules obstructing the catalyst. However, with extended irradiation time, 

degradation increased. The most effective dye concentration was found to be 10 mg/L, with a 

degradation rate of 100% and a removal efficiency of 97% under visible light within 120 

minutes. 
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Abstract:  

Alternative renewable energy consumption has been interesting in reducing CO2 emissions that 

are causing the global warming problem. Biochar, one of the quality carbon sources, offers 

potential sustainable hydrogen production. The most widely used method to produce hydrogen 

is steam reforming. However, the amounts of CO2 are still emitted during the process. The CO2 

sorption-enhanced water-gas shift (SEWGS) reaction is a technology that combines CO2 

adsorption with hydrogen production. The calcium looping process involves two main 

chemical reactions, CaO carbonation with CO2  and catalytic WGS. In order to produce rich 

hydrogen, syngas from CO2 gasification of biochar incorporated with catalytic WGS was 

investigated. This study aimed to study hydrogen production via CO2 gasification of biochar 

conjugated with catalytic-enhanced WGS. In gasification, calcium carbonate (CaCO3) was 

used as an in-situ CO2 source while A bimetallic Ni-Cu/γ-Al2O3 and a precursor for the catalyst 

in the SEWGS reaction. The catalyst was employed in conjunction with CaO which could be 

derived from the calcination of CaCO3. Results reveal that utilizing CaCO3 significantly 

increases syngas production at 900°C. In the subsequent SEWGS reaction at 700°C, the 

combined effect of CO2 adsorption by CaO and the catalytic activity of Ni-Cu/γ-Al2O3 results 

in a higher yield and concentration of hydrogen. The structural and catalytic properties of the 

materials were characterized using X-ray diffractometry (XRD) and temperature-programmed 

reduction (TPR). 

 

Introduction:   

Energy plays an important role in technological, industrial, and economic around the world. 

The major energy resource is fossil energy. The amount of carbon dioxide emission from fossil 

fuels has risen adding to threatening the environment and having a massive impact on global 

warming. The demand for energy consumption has constantly increased consequence fossil 

fuel has reduced due to economic and industrial growth. Reaching net zero emissions has 

interest worldwide. To address this issue, renewable energy has become increasingly important 

and has been the subject of research for decades. One of the most interesting forms of 

renewable energy is hydrogen, due to its clean and non-toxic properties. It can be produced 

from biomass through thermochemical processes.1-3 Biochar known as carbon long-term 

storage that is produced from biomass pyrolysis can be a good feedstock to achieve fuel energy. 

It found that gasification of biochar produces less tar and a high reaction rate due to high 

porosity.4, 5 The gasification process is efficient and has the potential to minimize negative 

environmental impacts.6 Using CO2 as a gasifying agent in biochar gasification, mainly 

produces CO through Boudouard reaction.7 It can be represented by equation (2). 

Subsequently, a standard reaction known as the water-gas shift reaction (WGS) involves 

reacting carbon monoxide with steam in the presence of a catalyst to produce carbon dioxide 
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and additional hydrogen.8 This process can be represented by equation (3). However, carbon 

dioxide is still involved in the hydrogen production process either as a reactant or as a product. 

The calcium oxide-based sorbent is used in the carbon dioxide capture process to enhance 

hydrogen yield. Research into the use of in-situ CaO derived from CaCO3 in calcium looping 

is also of significant interest because CaO and CaCO3 are abundant, environmentally friendly, 

and cost-effective.9 Moreover, CaO can act as a catalyst in biomass gasification and pyrolysis 

and as an adsorbent to enrich hydrogen in gas production.10-13  

              CaCO3                             CaO + CO2   …(1) 

    Char + CO2                           2CO             …(2) 

CO + H2O        H2 + CO2      …(3) 

CaCO3 is not only used as a carbon dioxide capture but also as a carbon dioxide resource.14 It 

can generate carbon dioxide as a syngas for the gasification of biochar that can be expressed 

by calcination as shown in equation (1). The gas product mainly contains CO because of the 

utilization of CO2 gasification of biochar. Since the WGS plays a major role in hydrogen 

production, using a proper catalyst can enhance hydrogen productivity. The Ni-based catalyst 

is one of the catalysts that has been widely used in steam reforming of hydrocarbons due to 

their high catalytic activity. The bimetallic Ni-Cu is the most interesting catalyst that has been 

studied due to its selectivity to WGS instead of another reaction which is methanation. Thus 

using bimetallic Ni-Cu gains selectivity and catalytic activity improvement compared to mono-

metallic catalysts.15, 16 However, several factors contribute to hydrogen production such as 

biomass type, temperature, amount of feedstock ratio including catalyst.17-23 

Therefore, to achieve a decrease in carbon dioxide emissions released into the 

atmosphere. This work aimed to study hydrogen production from biochar by utilization of CO2 

released from CaCO3. A two-stage fixed-based reactor was employed to investigate the 

combination of two systems between CO2 gasification and CaO-based sorption-enhanced 

water-gas shift reaction. The effect of CaCO3, CaO, and the bimetallic catalyst were examined 

with the purpose of the high yield of hydrogen.   
 

Methodology:  

2.1. Material Synthesis 

In this study, 5 wt% of bimetallic Ni-Cu on a γ-Al2O3 support was used as a WGS catalyst. The 

Ni-Cu/γ-Al2O3 catalyst was synthesized by the wet impregnation method. Ni(NO3)2·6H2O 

(KemAus, Australia, pure 99%) and Cu(NO3)2·3H2O (Qrec, New Zealand, pure 99.5%) were 

used as a precursor. A solution containing these precursors was dissolved in 20 mL of deionized 

water, followed by the addition of 10 g of Al2O3. The solution was stirred at 90 °C for 3 h. 

After that, the catalyst was dried at 110 °C for 24 h and calcined at 500 °C for 3 h.  Biochar 

derived from bamboo was used as a biomass feedstock, with particle diameters ranging from 
250 to 425 μm. Industrial high-purity calcium carbonate (CaCO3) (KemAus, Australia, 

Analytical reagent) was used as a CO2 resource. Calcium oxide (CaO) is used as CO2 

adsorption, which is purchased from KemAus, Australia. 

 

2.2. Material Characterization 

Biochar was characterized based on their compositions through the proximate analysis and 

Ultimate analysis, which are shown in Table 1. The Ni-Cu/γ-Al2O3 bimetallic catalysts were 

examined for their crystallinity by the X-ray diffraction (XRD) technique; Bruker, model D8 

advance with CuKa radiation λ = 1.5406 Å and an X-ray power of 40 kV and 40 mA. over a 

range of 2θ = 5° to 80°. The catalyst was also characterized using temperature-programmed 

reduction (TPR).  
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2.3. Equipment configuration 

The experiments were conducted using a two-stage fixed-bed reactor system, designed for 

biochar gasification at 900 °C followed by a WGS at 700 °C. A schematic diagram of the 

reactor setup is shown in Figure 1. The system comprises of two separate stages, with the 

initial stage dedicated to biochar gasification, and the subsequent stage focusing on the WGS, 

involving the utilization of CaO alongside a bimetallic Ni-Cu/γ-Al2O3 catalyst. At first, quartz 

wool was placed in both the first and second stages of the reactor to prevent the samples from 

falling. In the second stage, a mixture of 1 g of 5 wt% Ni-5 wt% Cu/γ-Al2O3 catalyst and 0.56 

g of calcium oxide was introduced. For the first stage, A mixture of 0.12 g of biochar and 1 g 

of CaCO3 was placed into a silicone tube, positioned at the top of the upper section of the 

reactor to regulate the feeding. Prior to starting the experiment, the reactors were purged with 

nitrogen (N₂) at a flow rate of 100 mL/min for 30 minutes to remove any residual air. Nitrogen 

is not considered in gas concentration calculation. After purging, both electric furnaces were 

heated up to their target temperatures. Once the desired temperatures were achieved, the N₂ 

flow rate was reduced to 40 mL/min, and steam/N₂ was introduced at the same flow rate. 

Herein, water was pumped into the system at a rate of 0.1 mL/min. The biochar and CaCO3 

mixture contained in the silicone tube was then dropped into the first stage. The released 

volatiles subsequently passed through the second stage. After that, the condensable volatiles 

produced were trapped in an ice-cooled flask and water vapor was adsorbed by silica gel. The 

remaining gas products were collected in gas bags at 5-minute intervals for a total duration of 

30 minutes. 

 

Table 1. Proximate and ultimate analysis of bamboo char 

aFor proximate analysis, M, V, A and FC stand for moisture, volatiles, ash and fixed carbon, 

respectively.  
  

Proximate analysis (wt%) Ultimate analysis (wt%) 

 Ma Va Aa   FCa C H O N 

Bamboo char 6.97  

 

21.54 

 

1.41 

 

70.08  

 

75.17 2.84 

 

21.33 

 

0.66 
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Figure 1. Schematic diagram of Equipment configuration setup. 

 

3.1. Proximate and ultimate analyses 

Table 1 indicates that bamboo was rich in fixed carbon content (70.08 wt%). The bamboo had 

a low amount of moisture, volatile, and ash content components (6.97, 1.41, and 21.54 wt%). 

Ultimate analysis reveals the elemental content such as carbon, hydrogen oxygen, and nitrogen. 

The analysis investigates the purity of total carbon and the results show the high fixed carbon 

and high carbon content which is a suitable property for the gasification process.24 

 

3.2. XRD Characterization 

The XRD patterns of the Al2O3-supported Ni-Cu/γ-A2O3 catalyst, shown in Figure 2, exhibit 

broad diffraction peaks at 36.99°, 45.75°, and 67.18°, characteristic of γ-Al2O3. Notably, no 

distinct peaks corresponding to crystalline NiO or CuO phases are observed. This suggests that 

the Ni and Cu species may be highly dispersed, either as small crystalline domains below the 

detection limit of XRD or as amorphous oxide phases that interact with γ-Al2O3 support.25  
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Figure 2. XRD patterns of catalysts. 

 

3.3 Hydrogen-Temperature-Programmed Reduction (H2-TPR) 

The H2-TPR 5%Ni5%Cu/γ-Al2O3 was subsequently tested for clarification. The reducibility of 

the catalysts was evaluated using H2-TPR, with the results displayed in Figure 3. The 5 wt% 

Ni/γ-Al2O3 catalyst exhibited characteristic reduction peaks over a broad temperature range of 

500–800 °C. This broad range indicates a well-dispersed NiO phase with a small crystalline 

size, which promotes strong interactions between NiO and the Al2O3 support. These 

interactions promote the formation of NiAl2O4 and the entering of NiO into the pore structure, 

leading to a high reduction temperature of 733 °C, attributed to the reduction of bulk NiO.26 

The H2-TPR profile of the 5 wt% Cu/γ-Al2O3 catalyst displayed a distinct reduction peak at 

253 °C, corresponding to the reduction of CuO to Cu⁰.27 For the bimetallic Ni-Cu/γ-Al2O3 

catalyst, reduction peaks for both NiO and CuO were observed. The peak at 252 °C was 

attributed to the reduction of CuO, while the peak in the range of 550-580 °C was associated 

with the reduction of NiO. The presence of Cu lowers the reduction temperature of NiO, as Cu 

facilitates the reduction of NiO and improves the dispersion of Ni species.28, 29 The H2-TPR 

results confirm that both NiO and CuO are present in the prepared Ni-Cu/γ-Al2O3 catalyst. 
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Figure 3. H2-TPR spectra of catalysts. 

 

3.4 Scanning electron microscopy (SEM) micrographs and energy‐dispersive X‐ray 

spectroscopy (EDS) 

To determine the morphology of the added Ni-Cu/γ-Al2O3, scanning electron microscopy 

(SEM) micrographs and energy‐dispersive X‐ray spectroscopy (EDS) analysis were obtained, 

as shown in Figure 4a-e. The SEM images of Ni-Cu/γ-Al2O3 were indistinguishable from 

those of Al2O3. The EDS maps of Ni, Cu, O, and Al were more informative and showed 

uniform distributions of Ni and Cu over the entire surface. The weight percentages of elements 

and the EDS spectrum are shown in Figure 4f. 
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Figure 4. (a) SEM image of the 5%Ni5%Cu/γ-Al2O3 sample; (b–d) are EDS maps of Ni, Cu 

Al and O, taken from the region indicated by the (a) and (f) are EDS spectrum, also showing 

the weight percentages on the table.  
 

3.5. Gasification of biochar 

Gas composition was analyzed using Gas Chromatography (GC) regarding standard gases. 

Hydrogen (H2), nitrogen (N2), carbon monoxide (CO), and carbon dioxide (CO2) were 

detected, while methane (CH4) was not observed in any of the experiments conducted after the 

biochar gasification at 900 °C. Figure 5  shows the comparison of syngas composition resulting 

from CO2 gasification using different feedstocks. The BBC-CaCO3 sample, which utilized 

CaCO3, produced 6.46 mmol/g of H2, 56.88 mmol/g of CO, and 41.20 mmol/g of CO2. In 

contrast, the BBC-CO2 sample, which used direct CO2, yielded 5.89 mmol/g of H2, 27.01 

mmol/g of CO, and 21.94 mmol/g of CO2. These results suggest the calcination generated CO2, 

promoting the Boudouard reaction, which contributes to higher CO yield.  

 

693



2  (Full paper template) 
 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

 
Figure 5. The comparison of syngas composition between using CO2 and CaCO3 for CO2 

gasification 

 

Figure 6 illustrates the syngas composition resulting from gasification with CaCO3 in the 

absence of steam.  The abbreviation BBC-Al2O3 refers to the experiment using bamboo biochar 

in the first stage (the gasification zone) and inert Al2O3 in the second stage (catalytic WGS). 

The BBCCaCO3-Al2O3 condition involves using CaCO3 with bamboo biochar in the first stage, 

while the second stage still contains Al2O3. Under the BBCCaCO3-Al2O3 condition, a 

significant increase in CO yield is observed, rising from 2.61 to 56.88 mmol/g of biochar. 

Simultaneously, CO2 concentration also increases to 44.38 mmol/g. This confirms the role of 

CaCO3 as a potential CO2 source, promoting CO2 gasification of biochar at the desired 

temperature. Furthermore, the BBCCaCO3-CaO/Al2O3 condition, where bamboo biochar and 

CaCO3 are mixed in the first stage and CaO/Al2O3 is used in the second stage, demonstrates a 

substantial reduction in CO2 concentration (from 44.38 to 23.65 mmol/g) compared to                  

BBCCaCO3-Al2O3. This reduction indicates the effective CO₂ capture by the CaO sorbent in 

the second stage.30 
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Figure 6. Syngas composition with no steam treatment. 

 

3.6. Catalytic WGS 

Figure 7 illustrates the impact of steam addition (-S) in the second stage on the gas 

composition. In the BBCCaCO3-Al2O3-S condition (bamboo biochar and CaCO3 in the first 

stage, Al2O3 with steam in the second stage), CO production increased significantly from 1.31 

to 57.93 mmol/g, while CO2 production reached 48.32 mmol/g, primarily due to enhanced CO2 

gasification. In contrast, the BBCCaCO3-CaO/Al2O3-S condition, with CaO added to the 

second stage, showed a slight decrease in both CO (44.52 mmol/g) and CO2 (36.19 mmol/g) 

due to the CO2 adsorption capacity of CaO. Subsequently, the WGS was promoted, resulting 

in increased hydrogen production. Compared to BBCCaCO3-Al2O3-S without CaO, 

introducing the bimetallic Ni-Cu/γ-Al2O3 catalyst in the second stage decreased CO from 57.93 

to 31.48 mmol/g, while it increased H2 from 6.14 to 19.66 mmol/g, and CO2 from 48.32 to 

56.25 mmol/g. This indicates that the catalyst enhances CO consumption, driving both H2 and 

CO2 production through the WGS reaction. Finally, the BBCCaCO3-CaONiCu/Al2O3-S 

condition, combining CaO and the catalyst, resulted in the highest H2 yield (a further increase 

of 5.56 mmol/g compared to BBCCaCO3-NiCu/Al2O3-S), while CO decreased by 12.29 

mmol/g. CO2 production also decreased by 12.97 mmol/g due to carbonation by CaO. These 

results demonstrate the effectiveness of combining CaO and the Ni-Cu/γ-Al2O3 catalyst in 

maximizing hydrogen production. 
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Figure 7. Syngas composition with steam treatment. 

 

Conclusion:  

This study experimentally investigates hydrogen-rich production via CO2 gasification of 

biochar in a two-stage fixed-bed reactor system. The process utilizes CaCO3 as an in-situ CO2 

source, coupled with a bimetallic 5%Ni5%Cu/γ-Al2O3 catalyst and CaO as a sorbent. The 

addition of CaO derived from CaCO3 calcination, was found to significantly enhance hydrogen 

production due to CO2 sorption. The bimetallic catalyst further promotes hydrogen generation 

by driving the water-gas shift reaction. When both CaO and the catalyst are used together, the 

highest hydrogen yield is achieved, demonstrating the benefits of their combined use. These 

findings offer valuable insights for the development of advanced hydrogen production 

processes within a CO2 looping framework, with potential for reducing CO2 emissions through 

the utilization of biochar. 
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Abstract:  

This study investigates the hydrogeochemical characteristics and salinity processes of 

groundwater in the Khok Si Subdistrict area, located in Mueang Khon Kaen District, Khon 

Kaen Province. Ten groundwater samples were systematically collected and analyzed for 

major ions to determine the hydrogeochemical facies and to understand the mechanisms 

influencing groundwater composition. The analysis identified two primary facies: Sodium-

Chloride, which predominates in the southern part of the study area, and Calcium-

Bicarbonate, which is mainly present in the northern discharge zones. Multivariate statistical 

methods, including Hierarchical Cluster Analysis and Principal Component Analysis, were 

employed to identify patterns and correlations among ion concentrations. The results indicate 

that groundwater salinity is primarily controlled by the dissolution of soluble salts and the 

weathering of silicate minerals. Geochemical diagrams, including the Gibbs and Gaillardet 

plots, were used to assess the impact of various geochemical processes, revealing that water-

rock interactions and evaporation significantly affect groundwater chemistry. This 

comprehensive analysis provides valuable insights into the hydrogeochemical processes in 

the region, highlighting the importance of continuous groundwater quality monitoring and 

informing sustainable water resource management strategies. 

 

Introduction:  

Groundwater is a vital resource in many regions, particularly in northeastern Thailand, where 

surface water supplies may be limited and irrigation infrastructure is insufficient. In Khon 

Kaen Province, which is located in northeastern Thailand, groundwater is extensively used 

for both consumption and agricultural purposes. However, the province faces significant 

challenges due to increasing groundwater salinity.1,2 This rising salinity is attributed to a 

combination of anthropogenic activities, such as over-pumping and land use changes, as well 

as natural processes related to the underlying geology.3 The Maha Sarakham Formation, 

which underlies extensive areas of Khon Kaen Province, consists of clastic sedimentary rocks 

and evaporites.4 As groundwater flows through these geological formations, soluble salts 

from the evaporites dissolve, resulting in elevated salinity levels in the groundwater. 

Khok Si Subdistrict, located within Khon Kaen Province, faces a significant challenge 

due to high groundwater demand and increasing groundwater salinization. To effectively 

manage and protect this important resource, it is essential to understand the 

hydrogeochemical processes driving salinization. This study aims to evaluate the 

hydrogeochemical characteristics of groundwater in Khok Si Subdistrict, identify the primary 

factors contributing to salinization, and assess the potential impacts on groundwater quality 

and availability. Multivariate statistical methods, including Hierarchical Cluster Analysis and 

Principal Component Analysis, are utilized to identify and assess the mechanisms behind 

these processes. The goal is to gain a comprehensive understanding of groundwater's 

hydrogeochemical characteristics through both graphical and multivariate statistical 

approaches. This deeper insight into hydrogeochemical processes and groundwater evolution 
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will support effective management and sustainable utilization of groundwater resources while 

addressing future salinization concerns. 

 

Methodology:  

Study Area 

This study focuses on the Khok Si Subdistrict area within Mueang Khon Kaen District, Khon 

Kaen Province, which covers approximately 36 square kilometers. The region encompasses 

both residential and agricultural zones. The study area (Figure 1) is situated within the Khon 

Kaen Basin, at the western edge of the Khorat Plateau. The near-surface materials consist of 

unconsolidated Quaternary alluvial sediments, with thicknesses ranging from a few meters to 

over 5 meters. These sediments are composed of a mixture of loess, fine-grained materials, 

and gravel.5  

 

 

Figure 1 The location of the study area and the distribution of sampling points 

 

Groundwater Collection and Hydrogeochemical Analysis 

In February 2024, ten groundwater samples were collected from the locations shown in 

Figure 1. These samples were obtained from domestic wells, all of which were less than 

forty meters deep. The samples were stored in high-density polyethylene plastic containers, 

with preserved under acidified conditions and under non-acidified conditions. Well locations 

and surface elevations were determined using RTK GNSS modules. Field measurements 

included the depth to the water table, pH, electrical conductivity (EC), and temperature. 

Groundwater samples from the study area were analyzed at the Geochemical 

Laboratory of the Department of Geotechnology, Faculty of Technology, Khon Kaen 

University, following standard methods for water and wastewater examination. Major anion, 

including chloride (Cl⁻), carbonate (CO3
2-), and bicarbonate (HCO3

⁻), were determined 

through titration, while nitrate (NO3
⁻) was measured using the cadmium reduction method, 

sulfate (SO4
2-) was analyzed using the turbidimetric method, and fluoride (F⁻) was measured 

using SPADNS Method. For major cations, including calcium (Ca2+), magnesium (Mg2+), 
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potassium (K+), and sodium (Na+), flame atomic absorption spectrometry was employed. The 

accuracy of the chemical analyses was verified using the ion balance equation, with ion 

balance errors for the samples found to be within the acceptable range of ±5%. 

To gain a comprehensive understanding of the hydrogeochemical processes in the 

study area, a combination of analytical methods was employed. The analysis began with the 

use of Piper diagrams6 to determine the hydrogeochemical facies of the groundwater samples, 

providing a visual representation of their geochemical characteristics. Subsequently, 

multivariate statistical methods, including Hierarchical Cluster Analysis (HCA), were applied 

to group samples with similar characteristics, which facilitated the identification of 

hydrogeochemical relationships and the definition of chemical endmembers from various 

origins. Additionally, Principal Component Analysis (PCA) was utilized to reduce the 

complexity of the groundwater chemistry data, emphasizing the key factors influencing 

hydrogeochemical processes. Together, these methods provided a detailed and coherent 

understanding of the hydrogeochemical dynamics within the study area, allowing for more 

informed interpretation of the groundwater chemistry. 

 

Results and Discussion:  

Hydrogeological and Hydrogeochemical Characteristics 

Fieldwork data indicate that hydraulic heads in the study area range from 122.48 to 133.64 

meters above mean sea level, as shown in the contour map in Figure 2. The groundwater 

flow direction primarily follows the topographic gradient, moving from north to south. 

 

 
Figure 3 Groundwater contour map and groundwater flow directions of the study area 

 

The results and statistical summary of field measurements and laboratory chemical 

analyses of groundwater samples, including maximum, minimum, mean, and standard 

deviation values, are presented in Table 1. Groundwater samples from the study area show a 

wide range of salinity indicators, reflecting significant variations in mineral content. EC 

ranges from 799 to 20,740 μS/cm, highlighting the diversity in salinity levels, from fresh to 

saline groundwater. TDS display a similar range, from 198.67 mg/L to 6,545.33 mg/L, 
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further emphasizing the variability in dissolved substances. Cl⁻ concentrations range from 

7.26 mg/L to 2,570.5 mg/L, and Na⁺ concentrations vary from 14.3 mg/L to 1,608.25 mg/L, 

both contributing significantly to the overall salinity. K⁺ concentrations, though less variable, 

range from 0.96 mg/L to 12.11 mg/L, having a relatively minor effect on salinity. 

 

Table 1 Results and statistical information of physical and chemical parameters in 

groundwater samples. 

Sample 
EC 

(μS/cm) 
pH 

Temp. 
(°C) 

Concentration (mg/L) 

TDS Na+ K+ Ca2+ Mg2+ NO3
⁻ SO4

2- Cl⁻ F⁻ HCO3
⁻ 

KS01 5,063 6.49 28.71 1,329.33 313.70 1.56 70.94 46.30 4.97 25.64 526.36 0.65 301.77 

KS02 6,878 6.39 28.47 1,865.33 451.30 9.31 102.20 39.30 0.00 25.18 866.68 0.61 218.86 

KS03 3,745 7.03 28.28 778.67 255.40 0.96 66.53 6.20 3.69 9.33 358.47 0.00 98.76 

KS04 20,740 5.89 28.94 6,545.33 1,608.25 4.45 362.32 45.80 0.00 16.13 2570.50 0.00 76.81 

KS05 7,880 6.76 29.26 2,220.00 689.40 12.11 8.42 10.90 3.85 35.79 939.28 0.00 302.38 

KS06 3,437 6.78 29.82 921.33 209.60 6.19 98.80 13.40 125.35 19.27 276.25 0.00 160.94 

KS07 799 5.98 29.10 198.67 14.30 3.53 25.91 5.42 0.00 0.58 7.26 0.22 98.15 

KS08 1,725 6.52 29.45 489.33 20.22 1.82 89.37 18.00 26.12 16.16 36.30 0.33 189.60 

KS09 1,988 6.98 29.27 492.00 94.35 4.17 45.09 15.53 0.00 0.86 121.61 0.20 188.99 

KS10 1,878 6.52 29.13 421.33 63.70 4.07 49.20 8.34 30.62 2.70 43.56 0.00 187.77 

Mean 5,413.30 6.53 29.04 1,526.13 372.02 4.82 91.88 20.92 19.46 15.17 574.63 0.20 182.40 

Min 799 5.89 28.28 198.67 14.30 0.96 8.42 5.42 0.00 0.58 7.26 0.00 76.81 

Max 20,740 7.03 29.82 6,545.33 1,608.25 12.11 362.32 46.30 125.35 35.79 2570.50 0.65 302.38 

S.D. 5,559.46 0.36 0.44 1,785.48 458.54 3.35 94.72 15.53 36.88 11.23 737.48 0.24 74.70 

 

The analysis of hardness components reveals significant variations in Ca2+ and Mg2+ 

concentrations. Ca2+ concentrations range from 6.2 mg/L to 362.32 mg/L, while Mg2+ 

concentrations vary from 5.42 mg/L to 46.3 mg/L. These variations contribute to the overall 

hardness of the groundwater, which can impact water quality and its suitability for various 

uses. Higher concentrations of these elements indicate increased water hardness, an important 

factor in determining the suitability of the groundwater for domestic and agricultural 

purposes. 

Regarding anion concentrations, HCO3
⁻ concentrations range from 98.15 mg/L to 

301.77 mg/L, affecting the alkalinity and buffering capacity of the groundwater. Sulfate 

concentrations vary from 0 to 125.35 mg/L, which can impact overall water quality. NO₃⁻ 

concentrations, ranging from non-detectable to varying amounts, may influence water 

quality, particularly in areas with agricultural influence. F⁻ concentrations range from 0.2 

mg/L to 0.65 mg/L, affecting water hardness and health-related properties. Temperature 

measurements show minimal variation, ranging from 28.28°C to 29.82°C, and pH values 

range from 5.89 to 7.03, indicating that the groundwater is generally neutral to slightly acidic. 

The correlation matrix (Table 2) provides insights into the relationships between 

various groundwater parameters within the study area. EC shows a very strong positive 

correlation with TDS and chloride Cl⁻, indicating that these factors are major contributors to 

the overall salinity of the groundwater. Na⁺ also exhibits a strong positive correlation with 

both EC and TDS, reinforcing its role as a key driver of groundwater salinity. 

Ca2+ and Mg2+ display a moderate correlation with EC and TDS, suggesting that 

while these cations contribute to the mineral content and hardness of the water, their impact 

on overall salinity is less pronounced compared to Na+ and Cl⁻. 

NO3
⁻ shows weak correlations with most other parameters, implying that nitrate 

contamination in groundwater may originate from sources distinct from those affecting 

mineral content. K+ also exhibits low correlations with most other parameters, indicating a 

relatively minor role in influencing groundwater chemistry. 

The overall conclusion from the correlation analysis is that groundwater salinity in the 

study area is primarily influenced by Na⁺ and Cl⁻, with EC and TDS serving as reliable 
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indicators of salinity levels. In contrast, NO3
⁻ levels are likely influenced by different 

processes, potentially related to agricultural activities or other sources of contamination. This 

analysis enhances the understanding of the dominant geochemical processes in the study area 

and can inform water resource management strategies. 

 

Table 2 Correlation analysis matrix of physical and chemical parameters in groundwater 

samples. 
 EC TDS Na+ K+ Ca2+ Mg2+ NO3

⁻ SO4
2- Cl⁻ F⁻ HCO3

⁻ 

EC 1           

TDS 0.9982 1          

Na+ 0.9965 0.9948 1         

K+ 0.5443 0.5311 0.5655 1        

Ca2+ 0.9324 0.9402 0.9073 0.3498 1       

Mg2+ 0.7466 0.7373 0.7088 0.3311 0.7400 1      

NO3
- 0.3191 0.3303 0.3099 0.4125 0.4335 0.1645 1     

SO4
2- 0.5967 0.5728 0.6041 0.7370 0.4200 0.6143 0.3856 1    

Cl- 0.9978 0.9962 0.9971 0.5531 0.9202 0.7458 0.3000 0.6000 1   

F- 0.2496 0.2449 0.2127 0.2581 0.2760 0.6960 0.1600 0.4820 0.2627 1  

HCO3
- 0.2196 0.1948 0.2122 0.6123 0.0684 0.4418 0.2508 0.7459 0.2050 0.5709 1 

 

Hydrogeochemical Facies 

A Piper diagram6 is a graphical tool used to visualize the chemical composition of 

groundwater samples, facilitating the identification of hydrogeochemical facies within the 

study area. The diagram in Figure 3 reveals two main hydrogeochemical facies. The 

predominant type is the Sodium-Chloride facies, represented by seven out of ten samples. 

The remaining three samples fall into the Calcium-Bicarbonate facies, located in the northern 

part of the study area. This northern zone, characterized by a high hydraulic head, is 

identified as a discharge zone, suggesting that groundwater movement in this area may 

influence its chemical composition. This classification of hydrogeochemical facies offers 

valuable insights into the spatial distribution of groundwater types and elucidates the 

geochemical processes affecting water quality across the study area. 

 

Figure 3 Piper trilinear diagram representing the hydrochemical facies 
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Multivariate Statistical Analysis 

HCA is a multivariate statistical technique used to categorize groundwater samples by 

grouping them into clusters based on their hydrochemical characteristics. The process begins 

by assessing the samples to identify patterns of similarity and then groups those with 

comparable hydrochemical properties into clearly defined groups.7 The results are presented 

in Figure 4 as a dendrogram, which illustrates the geochemical relationships between 

samples and the underlying processes. Shorter distances between clusters indicate higher 

similarity, while longer distances suggest greater differences.8 The analysis reveals two 

distinct clusters of groundwater samples. The first cluster is characterized by high salinity, 

with elevated concentrations of ions such as Na+, Cl⁻, and Ca2+. The second cluster represents 

low salinity, with lower overall ion concentrations, potentially indicating areas with fresher 

groundwater that may have recently recharged or are less affected by salinization. 

 

 
Figure 4 Dendrogram from HCA showing the two identified cluster 

 

PCA was conducted to analyze ion concentrations across nine variables, with the aim 

of reducing the data to key components that capture the variance among intercorrelated 

variables. Based on the Kaiser criterion, which retains only components with eigenvalues 

greater than one to limit the influence of less significant variables9, three principal 

components were identified. These components, detailed in Table 3 and illustrated by the 

PCA loading scores in Figure 5, explain 84.44% of the total variance. This indicates that they 

are effective in identifying the primary sources of variation in hydrochemistry. 

 

Table 3 Principal component loadings and explained variance for three components. 
Variable PC1 PC2 PC3 

Na+ 0.50 0.13 0.13 

K+ 0.15 -0.32 0.53 

Ca2+ 0.44 0.31 -0.07 

Mg2+ 0.42 -0.17 -0.36 

NO3
⁻ -0.13 0.06 0.42 

SO4
2- 0.27 -0.45 0.26 

Cl⁻ 0.51 0.12 0.08 

F⁻ 0.04 -0.41 -0.56 

HCO3
- -0.01 -0.60 0.05 

Eigenvalue 3.59 2.41 1.59 

Variance % 39.93 26.81 17.70 

Cumulative % 39.93 66.74 84.44 
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Figure 5 Plot of PCA loading scores for dataset of groundwater samples 

 

PC1 is primarily associated with salinity and mineral content, driven by high 

concentrations of Na+ and Cl⁻, indicating that groundwater samples with elevated salinity are 

represented by PC1. PC2, in contrast, is linked to higher concentrations of Ca2+ and HCO3
⁻, 

suggesting that it reflects water hardness. PC3 is associated with factors related to the 

presence of K+ and NO3
⁻ which can be influenced by fertilizers used in agricultural activities 

and may also serve as potential indicators of contamination. 

 

Hydrogeological Process 

The Gibbs diagram10 is a widely used tool for identifying the influence of three major 

geochemical processes: precipitation, rock weathering, and evaporation-crystallization. As 

shown in Figure 6, the positioning of groundwater samples indicates that the majority of the 

groundwater in the study area is primarily influenced by water-rock interactions. However, 

sample KS04 is an exception; it plots within the evaporation dominance zone, suggesting that 

this particular sample is significantly affected by evaporation processes. 

 To verify and characterize the water-rock interaction processes in the groundwater, a 

Gaillardet diagram11 was employed. This diagram categorizes groundwater interaction 

processes into three types: evaporite dissolution, silicate weathering, and carbonate 

dissolution. As shown in Figure 7, the majority of samples are located near the silicate 

weathering zone, suggesting that the dissolution of clay minerals along the flow path is a 

predominant process. However, groundwater samples from areas with high salinity are 

situated in the halite dissolution zone, which confirms the presence of rock salt from the 

Maha Sarakham Formation underlying this region. This analysis emphasizes the diverse 

geochemical processes that influence groundwater composition in the study area. 
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Figure 6. Gibb diagram showing the mechanism controlling groundwater chemistry 

 

 

Figure 7. Gaillardet diagram for groundwater samples 

 

Conclusion:  

This study has provided essential insights into the hydrogeochemical processes influencing 

groundwater quality in the Khok Si Subdistrict, with a particular emphasis on salinity. The 

hydrogeochemical analysis, supported by multivariate statistical methods and geochemical 

diagrams, has revealed that groundwater in this area is predominantly characterized by 

Sodium-Chloride and Calcium-Bicarbonate facies. Most groundwater samples are classified 

under the Sodium-Chloride facies, which predominates in the southern parts of the study 

area. In contrast, the Calcium-Bicarbonate facies are more common in the northern regions, 

where a higher hydraulic head indicates a discharge zone. 

The Gibbs and Gaillardet diagrams further emphasize the significant role of water-

rock interaction processes, notably silicate weathering, in shaping groundwater chemistry. 

The analysis also identified zones of high salinity, particularly in areas where the Maha 

Sarakham Formation is present, suggesting that halite dissolution is a key factor contributing 

to elevated salinity levels. 
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This comprehensive evaluation of groundwater chemistry not only clarifies the 

complex interactions between natural processes, such as rock weathering and evaporite 

dissolution but also emphasizes the importance of ongoing monitoring of salinity distribution 

in groundwater. This monitoring is essential for ensuring the sustainable use of groundwater 

resources in the region. Effective groundwater management will be crucial for addressing the 

challenges posed by high salinity and for meeting the water needs of both residential and 

agricultural sectors in northeastern Thailand. 
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Abstract:  
This study aimed to develop a model for estimating the monthly average daily of global solar 
radiation from the atmospheric temperature (maximum, minimum, and average daily air 
temperature) of Songkhla province, Thailand. The development of the model started with the 
collection of global solar radiation and atmospheric temperature data from Songkhla province 
meteorological station over ten years (2009-2018). Then, it was taken to find the Ångström-

Prescott model was / 0.0145 0.0573
o

H H T= − +  . The model was validated by using 

atmospheric temperature data from two years (2019-2021) to predict solar radiation and 
compared with data from the Songkhla province meteorological station. The statistical 
analysis results from the coefficient of determination (R2), relative error (% ), root mean 
square difference (RMSE), and mean bias error (MBE) equal to 0.8444 - 0.8865, 4.98%, 
0.8596 – 1.5669 and -1.1251 - 0.0448 respectively. 
 
Introduction:  

Thailand is located in the tropical southeast of Asia, between latitude 5.37 °N and 20.27 °N, 

and between longitude 97.22 °E and 105.37 °E, which is close to the equator, so it receives a 

lot of solar radiation during April and May. As for Songkhla Province, which is the research 

area in the southern part of Thailand, it is located on the east coast of the lower southern 

region, with an average elevation of 4 meters above sea level. It receives an average annual 

solar radiation of 5.28 - 5.56 kWh/(m2 day). [1] For Songkhla Province, the total solar 

radiation intensity, air temperature, relative humidity, and daily cloud cover data from the 

Meteorological Department of Thailand were used because the Songkhla Meteorological 

Station in the Eastern Southern Region does not have data to measure the global solar 

radiation intensity.  

 The data of global solar radiation measurements are due to the cost and maintenance; 

as a result, the frequently used models are based on empirical methods of the development of 

empirical equations to estimate global solar radiation from weather stations [2]. These 

methods use historical weather data of the location under study [3]. The empirical models are 

classified into three categories: cloud models [4,5], sunshine duration models [6-8], and 

temperature models [9,10]. The simplest parameter to use in modeling the total radiation 

intensity on a horizontal surface is the air temperature and commonly available parameters 

such as maximum, minimum, and average temperature. Model of base air temperature can be 

used in a wide range of global solar radiation. The results are important for contributing to 

models that estimate global solar radiation on horizontal surfaces using meteorological data. 

 In this study, the purpose is to build a monthly average daily global solar radiation 

term forecasting model based on meteorological data for the Songkhla Province of global 

solar radiation. These data include global solar radiation and air temperature. The new 

empirical model correlates the monthly average daily global solar radiation ( H ) with the 

theoretical monthly average daily extraterrestrial solar radiation on a horizontal surface (
o

H ), 
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via the monthly average daily maximum, minimum, and average air temperature. The 

coefficients in these equations of empirical models were the predicted global solar radiation 

values, calculated from ten correlations that were compared with measured values from 

meteorological data. The statistical parameters used in the work, are the coefficient of 

determination (R2), relative error (% ), root mean square difference (RMSE), and mean bias 

error (MBE). Finally, measured values are compared to calculations from models using 

statistical parameters for consideration.  

 

Methodology:  

This work presents to build and evaluate different models of global solar radiation. Prepare 

data on the monthly average daily of global solar radiation and temperature (maximum, 

minimum, and average daily air temperature) of Songkhla province obtained from 

measurements from the Meteorological Department of Thailand, which are used for the 

development of models. Data of measurements from meteorological between ten years (2009-

2018) and the model was validated by using atmospheric temperature data from two years 

(2019-2021). 

 

Input Parameter  

For this case, monthly average daily of global solar radiation data ( H ) are used [6], 

monthly average daily mean air temperature (T ), maximum air temperature (
max

T ), minimum 

air temperature (
min

T ), and the difference between maximum and minimum temperature 

(T ). They refer to a whole year. These values are shown in table 1. 

 

Table 1  

Parameter for input to the global solar models. 

 

Month 

 

H  
(MJ/m2 day) 

max
T  

(oC) 

min
T  

(oC) 

T  
(oC) 

T  
(oC) 

January 16.27 30.1 22.7 7.4 3.7 

February 20.39 31.8 22.3 9.5 4.7 

March 21.20 33.5 22.9 10.6 5.3 

April 20.18 33.8 23.9 9.9 4.9 

May 18.78 33.7 24.6 9.1 4.5 

June 17.63 33.4 24.2 9.2 4.6 

July 17.55 33.1 24.0 9.1 4.5 

August 18.03 33.6 24.0 9.6 4.8 

September 16.70 32.6 24.0 8.6 4.3 

October 15.54 31.8 23.9 7.9 3.9 

November 13.75 30.7 23.3 7.4 3.7 

December 12.88 29.9 23.0 6.9 3.4 

 

 The monthly average daily extraterrestrial solar radiation on a horizontal surface (
o

H ), 

for the latitude of the location degrees ( ) can be calculated by using the equation [6].  

 

 
24

cos ( ) cos ( ) sin ( ) sin ( ) sin ( )
180

 
=      +    

 
o SC s s

H I r


     


  (1) 
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Where 
sc

I is the solar constant (118.108 MJ/m-2day-1) [6, 11]. The eccentricity correction 

factor of the Earth’s orbit computed equation [6] and 
day

n is the day number of the year 

(starting 1 January). 

 
360

1 0.033 cos
365

 
= +   

 

day
n

r          (2) 

  

The solar declination angle ( ) in degrees is given as equation [6]. 

 

 
284

123.45 sin
365

+ 
=   

 

day
n

          (3) 

  

The sunset hour angle (
s

 ) in degree, for the zenith angle to 
s

 = 90o
 as equation [6]. 

 

 
1 sin sin

cos
cos cos

−  − 
=  

 
s

 


 
         (4) 

 

Models 

 The type of model was first introduced by AngstrÖm-Prescott [5,6] presented their 

method as based on monthly average daily extraterrestrial solar radiation on a horizontal 

surface [6] (
o

H ). Several empirical have been on the common availability of daily maximum, 

minimum, and average air temperature. Some researchers have found that regression 

coefficients in linear models are location-dependent, i.e. they depend on latitude, climate 

conditions, etc [12].  

 These models were chosen as representative of the existing models that utilize air 

temperature data. The models were validated by ten models for measurement of the monthly 

average daily of global solar radiation and estimate the monthly average daily of global solar 

radiation. 

Model 1. A linear model can be written in a general form as [5]: 

 

  o
H H a b T= +            (5) 

 

Model 2. Exponential model, this model is used by several researchers [13]. 

 

  exp( )
o

H H a b T=           (6) 

 

Model 3. The logarithmic 1 model can be written as: 

 

  ln( )
o

H H a b T= +           (7) 

 

Model 4. The logarithmic 2 model can be written as: 

 

  ln( )
o

H H a b T= +           (8) 
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Model 5. The power 1 model is exploited by Allen [14] and Lewis [15] as: 

 

 
b

o
H H a T =             (9) 

 

Model 6. The power 2 model can be written as: 

 

 ( )
b

o
H H a T =                       (10) 

 

Model 7. The quadratic model can be written as: 

 

 
2

o
H H a bT cT = + +                    (11) 

 

Model 8. The cubic 1 model can be written as: 

 

 
2 3

o
H H a b T cT dT = +  + +                   (12) 

 

Model 9. The cubic 2 model can be written as: 

 

 
2 3

( )
o

H H a b T T d T = +  +  +                   (13) 

 

Model 10. The cubic 3 model can be written as: 

 
2 3

( )
o

H H a bT c T dT = + +  +                    (14) 

 

Comparison Method 

 The models of the monthly average daily of global solar radiation were evaluated 

based on the following statistical test; the coefficient of determination (R2), relative error 

(% ), root mean square difference (RMSE) and mean bias error (MBE) [16]. 

 The parameter R2 represents measure (
m

H ) to determine how certain a predicted 

( p
H ) values of H  for the i-th month. A value of R2 is defined as: 

 
2

2 1

2

1

( )
1

( )

=

=

−
= −

−





n

p mi

n

mi

H H
R

H H
                  (15) 

  

The   is represents the difference between the measure and the predicted values of 

H , as a percent of the measurement value, and is defined as: 

 

100%
 −

=   
 

m p

m

H H

H
                   (16) 

 

The RMSE provides the short-term performance of the models and is a measure of the 

variation in the predicted values of all the measured data. A low value of RMSE is desirable 

and defined as: 
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2

1

( )

=

−
= 

n p m

i

H H
RMSE

n
                 (17) 

 

The MBE is an indicator for the average deviation of the predicted values from 

measured data. A low MBE value is desirable. A positive value gives the average 

overestimation of predicted values. The MBE is defined as: 

 

1

1
( )

=
=  −

n

p mi
MBE H H

n
                  (18) 

 

Results and Discussion:  

In Table 2, using the equation of the Angstrom-Prescott model (equation 5), the monthly 

average daily extraterrestrial solar radiation on a horizontal surface (
o

H ), the ratios of 

( /
o

H H ), and the average difference between maximum and minimum temperature (T ) are 

shown. 

 

Table 2  

Calculated values of model parameters. 

 

Month 

 

oH  

(MJ/m2 day) 

/
o

H H  

(-) 

T  
(oC) 

January 35.94 0.41 7.4 

February 37.21 0.50 9.5 

March 37.64 0.51 10.6 

April 36.50 0.50 9.9 

May 34.51 0.49 9.1 

June 33.27 0.48 9.2 

July 33.63 0.47 9.1 

August 35.33 0.46 9.6 

September 36.93 0.41 8.6 

October 37.21 0.38 7.9 

November 36.25 0.34 7.4 

December 35.45 0.33 6.9 

 
 The regression coefficient of linear for the Angstrom-Prescott model then taken to 

find was / 0.0145 0.0573
o

H H T= − +  , the coefficients a and b equal -0.0145 and 0.0573 

respectively. The correlation between the calculated ratios of ( /
o

H H ) and T  is shown in 

Figure 1. 
 To evaluate its performance, the values of the monthly average daily of global solar 
radiation were evaluated from equation (5). Then, the comparison obtained from global solar 
radiation measured at meteorological and results are shown in Figure 2, it was observed that 
the values relative error (% ), root mean square difference (RMSE), and mean bias error 
(MBE) equal 4.98, 0.23 and 3.15 respectively. These results indicated the values of the 
monthly average daily global solar radiation estimate agree well with those obtained from 
measurement. 
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Figure 1.  

Correlation between the ratio of monthly average daily global to monthly average daily 

extraterrestrial radiation ( /
o

H H ) and the average difference between max average daily 

global radiation from maximum and minimum temperature (T ).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.  

Comparison between monthly average daily global radiation from prediction and average 

daily global radiation from measurement. 

 

 The section of the most appropriate values of monthly average daily of global solar 

radiation models, based on the correlation values, between H  from measured in two years 

(2019-2021) and H  from models numbers. The coefficient for each considerate of the global 

solar radiation model with the results is shown in Table 3. 
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 In Table 4, statistical test values obtained from the exploitation of statistical test 

methods for the ten considered models are shown  

 The minimum value of MBE is -0.0096 for the linear model, while RMSE is 0.8502 is 

the minimum of the quadratic model and R2 is 0.8813 for the maximum quadratic model.  

 The measure values (
m

H ) and the predicted values ( p
H ) for each solar global 

radiation model are shown in Figure 3.  

The mathematical models for the analysis results of the most suitable model using 

statistical values and from Figure 3, it was found that model seven, which is a quadratic 

equation, is the most appropriate in terms of the relationship.  

 

Table 3 

Considered models and coefficients (a, b, c, and d) for Songkhla province, Thailand. 

Model 

number 

Model type Coefficients 

1 Linear a = -0.0163 

b = 0.0573 

2 Exponential a = 0.1627 

b = 0.2474 

3 Logarithmic 1 a = -0.2383  

b = 0.4929 

4 Logarithmic 2 a = -0.5800 

b = 0.4929 

5 Power 1 a = 0.1071 

b = 1.0221 

6 Power 2 a = 0.0527 

b = 1.0221 

7 Quadratic a = -0.6736 

b = 0.4237 

c = -0.0358 

8 Cubic 1 a = -0.0468 

b =- 0.0026 

c = -0.0622 

d = -0.0075 

9 Cubic 2 a = 2.0923 

b =- 0.7483 

c =  0.1009 

d = -0.0041 

10 Cubic 3 a = -0.3873 

b = 0.4237 

c = -0.0327 

d = -0.0358 
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Table 4 

Obtained statistical test values in Songkhla province, Thailand. 

 

Model number 

 

 

Model type 

MBE 

(MJ/m2 day) 

RMSE 

(MJ/m2 day) 

R2 

(-) 

1 Linear -0.0096 0.9201 0.8557 

2 Exponential 0.0039 0.9906 0.8444 

3 Logarithmic 1 -0.0125 0.8838 0.8673 

4 Logarithmic 2 -0.0108 0.8837 0.8673 

5 Power 1 0.0228 0.9209 0.8579 

6 Power 2 0.0347 0.9211 0.8579 

7 Quadratic 0.0288 0.8602 0.8813 

8 Cubic 1 0.0251 0.8596 0.8834 

9 Cubic 2 -1.1251 1.4670 0.8865 

10 Cubic 3 0.0448 1.5669 0.8813 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.  

Measured and predicted values of the H  value for each solar radiation model. 

 

Conclusion:  

This paper studies values of the monthly average daily of global solar radiation of ten 

empirical models and evaluates to measure values of H  for the Songkhla province, Thailand. 

Evaluated using daily air temperature data for estimating daily global solar radiation. These 

models have the advantage of using meteorological data that are commonly available, and the 

tested models used were to adequately estimate daily global solar radiation from daily air 

temperature. 

 By analyzing various air temperature variables, propose an equation in the form of: 

 
2

( 0.6736 0.4237 0.0358 )= − + −
o

H H T T                (19) 
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 Model 7 is the quadratic model of maximum value for the coefficient of 

determinations 2

max
0.8813=R , the temperature-based models can be used for estimating 

global solar radiation in the Songkhla province, Thailand was in good agreement. 
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Abstract:  

This research reports a new finding of vertebrate fossils from the Sao Khua Formation at the 

Phu Wat site in Nong Bua Lamphu Province. They include some isolated theropod teeth of 

Carnosauria and Spinosaurid, phalange and fibula of theropod dinosaurs, a pedal claw of a 

dromaeosaurid, and a tibia to cf. Baryonychinae. Other fossils are sauropod dinosaurs, 

Actinopterygian fish, Hybodontid sharks, Testudines, and Crocodyliformes. These fossils 

indicate the paleoecology of land and lake. The finding of dromaeosaurid and cf. 

Baryonychinae indicates they were first found in Thailand and Southeast Asia. 
 

Introduction:  

The Phu Wat site, a unique location for paleontological research, is situated at N 16° 56' 

28.6296'' and E 102° 26' 43.7352'' in Khok Muang Subdistrict, of Non Sang District, Nong Bua 

Lamphu Province, northwest Khon Kaen Province in northeastern Thailand (Figure 1). The 

fossil was unearthed in the rocks of the Sao Khua Formation, which consists of red clays, 

sandstones, and conglomerates. These sediments were deposited in a floodplain with large, 

meandering, bedload-rich channels and freshwater lakes, indicating a stable, humid, 

subtropical climate regime1. Gymnosperm palynology suggests a warm, predominantly 

seasonally dry subtropical climate2. Fossils were collected from weathered conglomeratic rock 

at the base of a hill. 
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Figure 1. 

Study area. (a) Map of the Phu Wat site, Nong Bua Lamphu Province showing location and 

geological maps (modified from3), (b) cuesta geomorphology of the Phu Chan, a small hill at 

the Phu Wat site (looking NW), (c) lithologic characters at the Phu Wat site composed of 

brown to reddish brown calcareous siltstone to conglomerate. 

 

 

The age of the Sao Khua Formation is primarily determined through relative dating using 

lithostratigraphy and biostratigraphy, suggesting an upper Jurassic age4,5. However, 

palynological assemblages indicate that the succession from the Phu Kradung to the Sao Khua 

Formations was deposited during the Berriasian or later2. Additionally, non-marine bivalves 

point to a Barremian age6. Radiometric dating of detrital zircons reveals that the middle to 

upper parts of the Sao Khua Formation were deposited between 133.8 (±1.8) to 132.4 (±2) 

million years ago, corresponding to the late Valanginian to early Hauterivian1. The Sao Khua  
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Formation, deposited in an alluvial floodplain, is rich in vertebrate fossils discovered at 

numerous sites in northeastern Thailand, including Khon Kaen, Kalasin, Nong Bua Lamphu, 

Sakon Nakhon, and Mukdahan. The diverse fossil assemblage includes Chondrichthyan fishes 

(freshwater Hybodont sharks), Actinopterygian fishes, turtles, crocodilians, pterosaurs, and 

dinosaurs 7. Theropod dinosaurs from the Sao Khua Formation include a possible 

Compsognathid8, teeth of the Spinosaurid Siamosaurus suteethorni9, the basal Coelurosaur 

Siamotyrannus isanensis10, the Ornithomimosaur Kinnareemimus khonkaenensis11, a partial 

skull of a Carcharodontosaurid12, and two Megaraptorans, Vayuraptor nongbualamphuensis 

and Phuwiangvenator yaemniyomi13. Sauropod dinosaurs include Phuwiangosaurus 

sirindhornae14, a Diplodocoidea "Taxon C," and a possible Brachiosaurid "Taxon B"15. An 

early Ornithurine bird humerus fragment has also been found in this formation16. Other notable 

fossils include a tooth from an Ornithocheiridae pterosaur17. In the present paper, we discuss 

new specimens of vertebrate fossils from the Phu Wat site housed in the Palaeontological 

Research and Education Centre (PRC) collected several years ago18. These specimens enhance 

our understanding of the fossil assemblage of the Sao Khua Formation and reconstruct its 

paleoecology. 

 

Methodology:  

Vertebrate fossils were (1) identified as the main vertebrate groups, (2) measured and described 

the appearance features and their characteristics, and (3) compared the features and characters 

with literature and classification. Theropod teeth morphology is described after Averianov and 

Skutschas (2009)19 and Hendrickx et al. (2015)20. Dromaeosaurid claw is described after Senter 

(2007)21 and Brilhante et al. (2022)22. 

 

Results and Discussion:  

The Phu Wat site reveals a high diversity of predatory dinosaurs including Carnosauria, 

Baryonychinae, and Dromaeosauridae. Each of these theropod groups exhibits different niche 

adaptations. In contrast, a remaining herbivore dinosaur consists of a Brachiosauridae-like 

sauropod. 

 Systematic Paleontology 

 

INFRAORDER CARNOSAURIA von Huene, 1920  

PWA1-26 is a tooth that retains serrations on both margins and is lenticular in the crown 

top view. It shows arcuate enamel wrinkles extending across the labial and lingual edges. This 

specimen exhibits a ziphodont tooth shape (Figure 2). Based on their shape—compressed in 

distal view, pointed and serrated edges (denticles) on both sides of the margin these teeth can 

be classified as Carnosauria20. Carnosauria fossils have previously been reported from the Sao 

Khua Formation 9,12.  

 

SUPERFAMILY MEGALOSAUROIDEA Fitzinger, 1843 

FAMILY SPINOSAURIDAE Stromer, 1915 

PWA1-1 is an isolated, fragmentary tooth measuring approximately 53.59 mm in 

posterior carina length. This specimen preserves a part of the crown and root but lacks the 

upper part of the crown. The lingual and labial sides exhibit a coarse ridge, and the serrated 
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carina is highly reduced (Figure 3). It is classified as a spinosaurid tooth due to its characteristic 

conical shape, smooth enamel, and numerous fine ridges with a non-existent serrated carina. 

The ridge pattern of the Phu Wat spinosaurid is a smooth enamel surface on the crown with 

more than 20 fine ridges on each side. This pattern bears a stronger resemblance to the Khok 

Kruat spinosaurid morphotype (PM2016–1–003) than to the Siamosaurus morphotype 

(PM2016–1–006), with a wrinkled enamel surface on the crown with 16 coarse ridges on each 

side 23. 

 

 
Figure 2. 

Carnosauria tooth from the Phu Wat site (PWA1-26) and the character of Carnosaur tooth 

represent by the sample PWA1-26 showing the serration on both sides of lingual and labial 

views, and carinae in distal view, with lenticular shape in the top view.  

 

 

 
Figure 3. 

Spinosaurid tooth (PWA1-1) presents a coarse ridge in the lingual and labial views, with no 

serrated carina. 
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SUPERFAMILY MEGALOSAUROIDEA Fitzinger, 1843 

FAMILY SPINOSAURIDAE Stromer, 1915 

cf. Baryonychinae 

 

PWA1-3 is a fragmentary right tibia, with the proximal end measuring 90.42 mm in 

proximodistal length. Most of the shaft is broken, and the proximal surface is eroded. The 

anteroposterior length of the proximal end is 75.2 mm, and its maximum width is 40 mm, 

suggesting it may belong to a medium-sized theropod. The specimen is poorly preserved, with 

no fibula crest visible. However, a ridge on the lateral side of the tibia appears to originate 

laterodistally from the cnemial crest, indicating that the fibula crest is offset from the cnemial 

crest. The cnemial crest projects anteriorly and is slightly higher than the medial and lateral 

condyles. In the proximal view, the cnemial crest is round and slightly curved, and the proximal 

articular surface is longer anteroposteriorly compared to its width. The incisura tibialis is 

located on the lateral side of the cnemial crest, showing slight concavity without an accessory 

ridge, distinguishing it from Allosauroid theropods24,25. The lateral condyle is poorly developed 

and very round in proximal view, while the medial condyle points dorsally and is notably taller 

than the lateral condyle (Figure 4). Based on the offset characteristic of the fibula crest relative 

to the cnemial crest, PWA1-3 can be assigned to a tetanuran theropod26,27. The absence of a 

pronounced notch between the proximal articular condyles indicates that it is not an allosauroid 
25,28 by weakly developed incisura tibialis contrasts allosauroids25,29 and coelurosaurs30,31,32. 

The ratio between the anteroposterior and mediolateral length of the proximal end of PWA1-3 

is 1:1.85, somewhat similar to Allosaurus 33. Still, it differs from the extreme elongation seen 

in Suchomimus 29. The tibia also tapers towards the distal end of the cnemial crest, making the 

proximal outline resemble those of Suchomimus and Camarillasaurus34. Based on these 

similarities, we tentatively assign PWA1-3 to Spinosauridae, possibly Baryonychinae. 

 

 
Figure 4. 

cf. Baryonychinae right tibia (PWA1-3) in (A) lateral, (B) medial, and (C) proximal views; It 

shows the characteristic of Neotheropods by presented lateral condyle (lc): cnemial crest (cc), 

medial condyle (mc) and incisura tibialis (it) at the proximal part of the tibia. 
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INFRAORDER COELUROSAURIA von Huene, 1920 

DIVISION MANIRAPTORA Gauthier, 1986 

FAMILY DROMAEOSAURIDAE Matthew and Brown, 1922 

 

PWA1-512 is the proximal half of an ungual phalanx from a small theropod, measuring 

approximately 7.58 mm. The dorsopalmar width is 5.10 mm, and the mediolateral width is 2.55 

mm. The specimen retains most of its proximal region, with a markedly curved medial cotyle. 

A flexor tubercle is visible, and the overall shape is sharply curved (Figure 5). This specimen 

can be identified as the second pedal digit of a dromaeosaurid based on the following 

characteristics: a narrow and tall proximal portion in cross-section, a strongly concave ventral 

margin in lateral and medial views, a convex dorsal margin, absence of a proximodorsal lip 

and dorsal margin arches, and a well-developed flexor tubercle with an enlarged notch. A blood 

groove is present on both the lateral and medial surfaces. A distal break reveals a distinctive 

cross-sectional configuration, with the base of the dorsal margin edge forming a low arch that 

creates a rouleaux triangle-like shape above a sulcus. In contrast, the ventral margin edge 

expands to the palmar region. The medial margin is rounder than the lateral, with an extensive 

ventral margin. Additional features, such as a round dorsopalmar profile, a sharp keel on the 

ventral palmar region medially displaced, and nearly symmetrical blood grooves (with the left 

blood groove slightly lower than the right) further support its classification as a non-

eudromaeosaurid 22. These morphological characteristics have not been previously reported in 

any species from the Sao Khua Formation, marking the first record of Dromaeosauridae from 

Thailand. Based on the Phu Wat dromaeosaurid pedal claw size, it could be small, similar to 

the Microraptor.  They probably represented an arboreal habitat. 

 

 
Figure 5. 

Characteristics of the Dromaeosaurid pedal claw (PWA1-512), displaying the morphology of 

the claw in medial view (A) and cross-section of distal surface (B). Key structures include the 

medial cotyle (mc), blood groove (bg), and flexor tubercles (ft). 
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ORDER SAURISCHIA Seeley, 1888 

SUBORDER THEROPODA Marsh, 1881 

PWA1-8 is identified as an isolated phalanx measuring 36.08 mm in length. This 

phalanx is elongated and slender, with a weakly developed collateral ligament pit on its lateral 

surface. It has a slightly asymmetrical appearance in the ventral view, featuring a discernible 

ventral heel and a well-developed distal articular surface (Figure 7A). The overall shape 

resembles phalanx I of digit III of Vespersaurus, with its distal articulation being lateromedially 

compressed. The distal end has well-developed extensor and collateral pits and is ventrally 

depressed between the condyles 35. However, the distal end of PWA1-8 is more extended than 

Vespersaurus's. Another specimen PWA1-4 is identified as an isolated fibula approximately 

87.5 mm in length. Its medial surface features a distinct medial fossa and ridge, indicative of 

interosseous membrane attachment (Figure 7B). Notably, the morphology of this medial fossa 

differs from that observed in derived coelurosaurs and the broadly shallow surfaces 

characteristic of spinosaurids, instead resembling the condition seen in Ceratosaurus and 

Majungasaurus 36. Additionally, the lateral surface bears a scar indicative of muscular 

iliofibularis attachment, while the posterior surface features a prominent ridge. Thus, PWA1-

8 and PWA1-4 can be interpreted roughly as they probably belong to theropod dinosaurs. 

 

 
Figure 7. 
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Theropod bones (A) Isolated phalanx (PWA1-8) and (B) fibula (PWA1-4) containing some 

morphology that is a scar for muscular iliofibularis (ifs), ridge for the attachment of 

interosseus membrane (im), medial fossa (mf) and posterior surface (ps). 

SUBORDER SAUROPODA Marsh, 1878 

 

PWB-724 is identified as right metatarsal-IV (Figure 8). It is 223 mm in length. The 

proximal part has a wide, smooth, L-shaped surface, similar to the Camarasaurus37, and the 

distal part is slightly twisted. The proximal surface has an embayed ventromedial edge. The 

shallow and concave articular facet for metacarpal III occupies about half of the shaft. The 

distal articular surface is a trapezoidal shape with little rugosity and is much smaller than the 

proximal end. The distal condyles are beveled about 16 degrees medially. This specimen is 

identified as the right metatarsal-IV of a sauropod based on comparison with Venenosaurus38, 

Sonorasaurus39,40, Camarasaurus37, KUVP 14220041, Apatosaurus42, Tornieria 

(“Barosaurus”) africanus43, and Galeamopus44. PWB-724 is more gracile than Apatosaurus's 

but the shape outline is comparable to Venenosaurus's. The characteristic of the distal articular 

surface that beveled medially, making the medial side of the bone shorter than the lateral one, 

has been identified as a synapomorphy for Brachiosauridae 45,46. However, the beveled articular 

surface of PWB-724 is not as strong as seen in Sonorasaurus and is more similar to a smaller 

Brachiosauridae, Venenosaurus.  

 
Figure 8. 

The metatarsal of a sauropod (PWB-724) is in several views. 

 

 

Excluding dinosaur fossils, the Phu Wat site reveals a high diversity of faunal fossils including 

Actinopterygian, Hybodontid, Testudines, and Crocodyliformes (Figure 9). The fossil 

assemblage indicates a freshwater environment. 

Actinopterygians Isolated fragmentary actinopterygian fossils consisting of teeth and 

scales (Figure 9A, 9E). The teeth specimens are characterized by a hemispherical (peg-like) 

shape and a smooth surface, which signifies a relation to a group of Pycnodontiform fishes 47. 

The fish scales display a rhomboidal (diamond-shaped) ganoid scale pattern. The lack of pegs 

on the dorsal and ventral margins signifies an affinity with Ginglymodi 48,49. 

Heteroptychodus sp. Numerous isolated Hybodontid teeth were collected (Figure 9B). 

The preserved parts of the teeth include the crown, and most specimens exhibit a parallelogram- 
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shaped outline, asymmetric and almost flat, with parallel ridges running along the surface (top 

view). The crown is low and densely packed with strong ornamentation. The largest tooth 

measures 17.45 mm in length. These specimens are resembling to Heteroptychodus teeth. 

Crocodyliform PWA1-116 is an isolated poorly preserved tooth that measures 20.29 mm in 

length, however, it presents serrated carinae on the lateral side, with shallow grooves and 

slightly slanting ventrally toward the crown's central region (Figure 9C), resembling 

crocodilian affinities.   

Testudines PWA1-756 is a poorly preserved fragmented shell plate, measured approximately 

17.29 mm in length, displaying a strong vermiculated ridges ornamentation pattern combined 

with deep pits (Figure 9D) which possibly signify affinities with Trionychoidae 50. 

 

 

 
Figure 9. 

Other vertebrate fossils from the Phu Wat site include A) hemispherical tooth of 

Actinopterygian, B) tooth of Heteroptychodus sp., C) Crocodyliform tooth, D) Testudines 

shell plate, and E) Actinopterygian scales. 

 

 

 

Paleodiet and Paleoecology interpretation 

The theropod dinosaur may have various diets; Carnosauria possesses blade-like teeth 

for hunting large prey like sauropod dinosaurs. The co-occurrence of Carnosauria and 

sauropods is observed throughout dinosaur evolutionary history. In contrast, Spinosauridae, 

specifically Baryonychinae, exhibit conical teeth resembling those of crocodiles and 

pterosaurs, suggesting a diet primarily focused on piscivores. However, evidence from related 

taxa in other countries, such as Baryonyx from England, indicates a more varied diet, including 

fish scales and juvenile Iguanodon bones. Additionally, Spinosauridae teeth on the cervical 

vertebrae of ornithocheirid pterosaurs from the Santana Formation further support the dietary 

diversity within this group. Small-sized Dromaeosauridae, bird-like dinosaurs, suggest an 

ability to fly or glide and a generalist diet that includes fish, birds, and small mammals. The 
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presence of Dromaeosauridae at the Phu Wat site signifies the existence of this dinosaur group 

in Southeast Asia. This discovery enriches our knowledge of dinosaur diversity and suggests 

that small theropod dinosaurs occupied specific ecological niches during this epoch—the 

finding of cf. Baryonychinae at the Phu Wat site indicated the diversity of Spinosauridae in the 

Sao Khua Formation; not only Siamosaurus in the Spinosaurinae subfamily but also 

Baryonychinae coexisted in the same formation. A Brachiosauridae-like sauropod material 

correlates with the discovery of this group from the same formation, suggesting the existence 

of giant sauropods in this area. However, the absence of small herbivorous dinosaurs, as found 

in other sites of the Sao Khua Formation may be attributed to poor preservation based on the 

highly fragmentary nature of the recovered fossils rather than resource competition in the 

ecological niche. The discovery of crocodyliform material in this study is a very limited 

number; only a few teeth represent it, but they do not present a scute (a bony external plate) or 

other commonly found material parts. This differs from other sites in the Sao Khua Formation. 

The Testunides fossils found at the Phu Wat site include at least two types: Adocidae Isanemys 

srisuki from a previous report and in this study which possibly a member in a group of 

Trionychoidae, signify a high diversity in turtles. The diversity of Actinopterygii fish found 

here is similar to that of the Phu Phan Thong site. Meanwhile, previous reports from the Phu 

Wat on Chondrichthyes fossils included records of two species Heteroptychodus steinmanni 

and Hybodus spp. This study also found many Heteroptychodus teeth. The reconstruction of 

the paleoecology of the Cretaceous Phu Wat site is shown in Figure 10. 

 

 
Figure 10. 

The Cretaceous Paleoecology reconstruction of the Phu Wat site (A) Sauropod 

(B) Baryonychinae (C) Dromaeosauridae (D) Carnosauria (E) Crocodyliform (F) 

Actinopterygians (G) Heteroptychodus sp. (H) Testudines (illustrated by Chatcharin 

Somboon, this work). 

 

Conclusion:  

The vertebrate fossils discovered from the Phu Wat site, Nong Bua Lamphu Province help us 

understand the complexity of this ancient ecology and emphasize the richness of vertebrate 

fauna in the Sao Khua Formation. This research is significant due to several fundamental 
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discoveries, including the first records of the pedal claw of Dromaeosauridae and tibia of cf. 

Baryonychinae in Thailand and Southeast Asia. Additionally, the sauropod material and the 

teeth of Carnosauria and Spinosaurid findings not only enhance our understanding of the 

distribution of these taxa but also underscore the importance of the Phu Wat site as a crucial 

fossil assemblage in Thailand. 
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Abstract  

In response to increasing environmental concerns, researchers have explored the potential of using Flue 

Gas Desulfurization (FGD) waste as a replacement for natural calcium sulfate sub-hydrate. This study focused 

on the calcination of FGD waste from the Mae Moh Power Plant in Thailand under different conditions. The 

calcination experiments were conducted at a constant temperature of 150°C and varying pressures (110, 160 and 

190 kPa), with the duration of calcination ranging from 0 to 40 minutes. The optimal calcination time was found 

to be 23 minutes, resulting in a crystallization water content of 6.2%. Chemical analysis using X-ray 

fluorescence (XRF) confirmed a phase transition from calcium sulfate dihydrate to calcium sulfate hemihydrate. 

X-ray diffraction (XRD) patterns further supported this transformation. Rietveld refinement was used to analyze 

the proportions of alpha- and beta-phases in the resulting calcium sulfate hemihydrate.  Scanning electron 

microscopy (SEM) revealed a semi-rod-like particle morphology with a size distribution of 50 to 90 microns. 

The sample under pressure 110 kPa displayed significant flexural and compressive strengths (4.31 MPa and 6.69 
MPa, respectively), indicating its potential as a raw material for construction and casting applications. The 

results of this study demonstrate the feasibility of utilizing FGD waste as a viable alternative to natural calcium 

sulfate sub-hydrate. The optimized calcination conditions and the promising mechanical properties of the 

resulting product highlight its potential applications in various industries. 

 

Keywords: FGD gypsum, calcination, calcium sulfate dihydrate, alpha-HH  

 

Introduction 

In Thailand, coal was chosen as the primary fuel for power plants to generate electricity due to its lower cost and 

price than other fuel types such as oil and gas. However, coal combustion produces a significant amount of 

carbon monoxide (CO) and sulfur dioxide (SO2) gasses, in turn, affects the emission of greenhouse gases and is 

expected to lead to changes in the climate. Flue gas desulfurization (FGD) systems are utilized in coal power 

plants to capture SO2 from flue gas before it is released into the atmosphere. The by-product of this process is 

calcium sulfate dihydrate (CaSO2∙2H2O), also known as flue gas desulfurization gypsum (FGD gypsum) or 

synthetic gypsum. FGD gypsum can dehydrate to be calcium sulfate hemihydrate (CaSO4·0.5H2O) in two 

forms: alpha-calcium sulfate hemihydrate (alpha-HH) and beta-calcium sulfate hemihydrate (beta-HH) [1]. The 

current research focuses on producing α-Calcium Sulfate Hemihydrate from FGD gypsum. However, the 

existing processes are complex, time-consuming, and expensive. Therefore, it is important to explore the 

potential of producing α-Hemihydrate under vapor pressure without using crystal modifiers. This involves 

examining the influence of vapor pressure in the calcination process on alpha-hemihydrate formation and 

studying the properties of FGD gypsum from different sources. 

The data obtained from this research has the potential to drive increased utilization of FGD gypsum. It 

could be more widely used than natural gypsum due to its lower cost, while also helping to conserve landfill 

space and preserve natural gypsum, which is a limited resource. 

 

Materials and methods 

Preparation of raw materials 

The FGD gypsum used in this study was obtained from the Mae Moh power plant in Lampang Province, 

Thailand. Initially, the FGD gypsum was pulverized using a mortar and pestle to ensure that the particles were 

uniformly fine. The water was then filtered at 250 micrometers using a sieve shaker to eliminate primary 

impurities such as gravel, rock, sand, or coal. After this, the FGD gypsum will undergo grinding and filtration 

before being characterized and utilized as a raw material in the calcination process. 
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Transformation from FGD gypsum to calcium sulfate hemihydrate  

In order to determine the precise duration for calcining FGD gypsum to attain Hemihydrate (6.2% 

CW), an experimental calcination involving 500 g at 150°C was conducted. The sample was manually stirred or 

shaken every minute. Subsamples were then extracted and subjected to %CW analysis using a moisture analyzer 

at 10-minute intervals. Subsequently, the resulting data was graphed to ascertain the correlation between %CW 

and calcination duration. The primary objective is to identify the calcination duration required to achieve 

Hemihydrate (6.2% CW). 

 

Characterizations  

The chemical composition of the purified FGD gypsum and alpha-HH prepared with different CuCl2 

contents was determined using X-ray fluorescence spectroscopy (XRF, M4 TORNADO, BRUKER, Germany). 

The phase formation of the materials was identified using X-ray diffraction spectrometry (XRD, X’Pert PRO 

MPD, PANalytical B.V., Holland). The quantitative alpha-HH phase was also determined through Rietveld 

refinement using X’pert HighScore software. The morphologies of FGD gypsum and alpha-HH were observed 

using scanning electron microscopy (SEM, MIRA 4, TESCAN, Czech Republic), and the particle size 

distribution powder was analyzed using Powder-spectral-sensify (PSD, HARIBA). The setting time and 

expansion on setting were tested according to ASTM C472-99 and ASTM C59/M-00, respectively. The 

obtained solids were formed into rectangular bars measuring 25 cm x 2.5 cm x 2.5 cm. The flexural strength in 

the 3-point bending mode was tested in accordance with ASTM C1161. Water absorption was calculated 

according to eq. (1), where M1 = mass after soaking (g), and M2 = mass after drying (g).  
 

Results and discussion 

The experiment analyzed the optimization of calcination time for 500 grams of FGD gypsum at a 

temperature of 150°C. The results indicated that calcination under 160 and 190 kPa pressure required less time 

compared to calcination under dry and wet atmospheric pressure conditions (Table 1). Specifically, the 

calcination of FGD gypsum to hemihydrate (6.2% CW) under 160 and 190 KPa pressure conditions took 23 

minutes, whereas it took 24 minutes under dry and wet atmospheric pressure conditions (Table 1). Gypsum with 

a natural purity ranging from 95% to 100% exhibits a crystalline water content (%CW) between 19.8% and 

20.9%. FGD gypsum (CaSO4•2H2O) closely approximates the %CW of natural gypsum (refer to Table 1), 

indicating its classification as high-purity gypsum. The %CW of Calcium Sulfate Sub-Hydrate (CaSO4•nH2O) 

resulting from calcination under varying conditions was maintained within the 6.0% to 6.2% range (refer to 

Table 1), aligning with the %CW of Calcium Sulfate Hemihydrate (CaSO4•0.5H2O) derived from calculations. 

Commercial Calcium Sulfate Sub-Hydrate (CaSO4•nH2O) exhibits a %CW exceeding 6.2%, suggesting the 

presence of more than 0.5 water molecules within its crystals (refer to Table 1). 

Table 1. Crystal of water of FGD gypsum at each calcination time. 

Time 

(min) 

% Crystal of water 

101 kPa 160 kPa 190 kPa 

0 20.19 ±0.03 20.19 ±0.03 20.19 ±0.03 

10 12.05 ±0.02 11.82 ±0.05 11.34 ±0.07 

20 7.64 ±0.10 7.59 ±0.01 7.52 ±0.04 

30 4.46 ±0.06 3.39 ±0.11 3.45 ±0.01 

40 1.19 ±0.02 1.03 ±0.06 0.81 ±0.02 

 

Through the calcination process of 100% FGD gypsum under dry atmospheric pressure, a subhydrate yield 

of approximately 81.92% is produced (Table 2). This closely aligns with the anticipated value of 78.16%, 

representing the residual weight resulting from the transformation of Dihydrate (CaSO4•2H2O) to Hemihydrate 

(CaSO4•0.5H2O) during calcination. Calcination under wet atmospheric pressure, including conditions of 160 

and 190KPa, yields a reduced subhydrate amount (Table 2). This reduction is attributed to the interaction 

between hemihydrate and the present vapor or steam during the calcination process, which leads to a rehydration 

process, forming dihydrate on the inner surface of the kettle. 

 

Table 2. Data from the calcination of FGD Gypsum under each condition. 

 101  

kPa 

 

160 

KPa 

 

190 

KPa 

 

Commercial 

Plaster 

Crystal of 

Water (%) 

6.12 ±0.15 6.18 ±0.17 6.04 ±0.19 6.38 ±0.01 
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Yield (%) 71.55 ±0.94 71.21 ±1.01 70.02 ±1.28 - 

 

Initially, it is noted that FGD gypsum exhibits an approximately 0.53% higher calcium content in 

comparison to commercial subhydrate, while containing around 1.63% less sulfur. Moreover, both FGD gypsum 

and all subhydrates resulting from the calcination of FGD gypsum demonstrate impurity levels approximately 2-

3 times higher than commercial subhydrate, as indicated in Table 3. Subsequent analysis revealed that following 

the calcination of FGD gypsum, the calcium content decreases by a minimum of 1.4%, while the sulfur content 

experiences an increase of at least 1.5%. It is essential to note that the impurities present in FGD gypsum do not 

consist of environmentally concerning elements, as delineated in Table 3. 

 

Table 3. Chemical composition of FGD Gypsum, Subhydrate obtained  

Element FGD 

Gypsum 

Dry 

Atmospher

ic 

 

Wet 

Atmospher

ic 

 

160 

KPa 

 

190 

KPa 

 

Commerci

al 

grade 

CaO 55.05 53.62 53.59 53.56 53.60 54.52 

SO2 43.27 44.78 44.82 44.94 44.83 44.90 

SiO2 0.49 0.50 0.49 0.43 0.47 0.17 

AlO2 0.49 0.42 0.43 0.41 0.41 0.17 

Mg2 0.43 0.41 0.43 0.43 0.44 0.16 

IO2 0.28 0.27 0.26 0.25 0.26 0.09 

 

 

The diffraction peak patterns of subhydrate derived from FGD gypsum calcination exhibit noteworthy 

similarity, thereby necessitating precise differentiation. These patterns can be categorized into two distinct 

groups. The initial group displays a singular peak at 20–21 degrees, denoting subhydrate resulting from 

calcination under conditions of both dry atmospheric pressure and wet atmospheric pressure. Conversely, the 

second group manifests a dual peak at 20–21 degrees, signifying subhydrate obtained from calcination under the 

conditions of 160 and 190 KPa, as well as the commercial subhydrate (refer to Figure 1). The two subhydrate 

groups exhibit distinct peak patterns. The peak pattern of the first group closely resembles the subhydrate 

containing 0.5 molecules of water, also known as hemihydrate, while the peak pattern of the second group 

closely resembles the subhydrate containing 0.6 molecules of water. It is notable that the FGD subhydrate, 

obtained through calcination under all conditions, lacks a double peak at 25 degrees (Figure 1). Consequently, 

all FGD subhydrates are categorized as alpha-type, also referred to as Alppha-Subhydrate. In contrast, the 

commercial subhydrate displays a double peak at 25 degrees (Figure 1), resulting in its classification as Beta-

Subhydrate. 

 
Figure 1. XRD patterns of samples. 
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FGD gypsum initially exhibits a monoclinic crystalline structure, with some monoclinic particles 

interconnected in an orthorhombic arrangement. Notably, rod-like particles similar to those depicted in Figure 2 

(a) have been identified. Subsequently, sub-hydrates obtained from both dry atmospheric-pressure and wet 

atmospheric-pressure calcination, including commercially available sub-hydrates, demonstrate a trigonal 

crystalline structure, with some trigonal particles interconnected in a hexagonal configuration. Additionally, 

similar rod-like particles have been observed in the sub-hydrates depicted in Figure 2 (b), (c), and (f). Moreover, 

sub-hydrates obtained from calcination at both 160 KPa and 190 KPa pressures exhibit a monoclinic crystalline 

structure, with interconnected monoclinic particles displayed in an orthorhombic arrangement. Furthermore, 

particles exhibiting a triclinic crystalline structure have been observed (Figure 2: (d)-(e)). An additional 

noteworthy observation pertains to the closed calcination processes, specifically the wet atmospheric-pressure 

calcination, as well as the calcination at 160 KPa and 190 KPa pressures, wherein sub-hydrate particles obtained 

demonstrate indeterminate interconnections, resulting in crystal imperfections. It is evident that certain sub-

hydrate particles are formed by the bonding of smaller sub-hydrate particles to each other (Figure 2: (b), (c), 

(d)). 

FGD gypsum, upon calcination, exhibits a particle size of 76.79 μm, which is further reduced during 

the process. Dry atmospheric-pressure calcination yields the smallest particle-size subhydrate, while wet 

atmospheric-pressure calcination at 160 KPa and 190 KPa pressures results in larger particles. Upon calcination, 

FGD gypsum undergoes vapor contact in the kettle, leading to an indefinite directional bonding of subhydrate 

particles and consequently larger subhydrate particle sizes. In comparison, commercial subhydrate derived from 

natural gypsum displays significantly smaller particle sizes than FGD subhydrate, with similar size distribution 

characteristics.  

In the study, subhydrate properties were evaluated under various calcination conditions and compared 

with commercial and FGD subhydrates. Notably, the water requirement ratio of subhydrate from Dry 

Atmospheric-pressure calcination is higher than subhydrates from Wet Atmospheric-pressure, 160 KPa, and 190 

KPa calcination, suggesting an inverse relationship with particle size and crystal water content. The dispersion 

of slip water is better in subhydrates from closed conditions and commercial subhydrate. Additionally, the Dry 

Atmospheric pressure subhydrate exhibits a faster setting time than subhydrates from other conditions, while the 

commercial subhydrate has a longer setting time. Density remains consistent across FGD subhydrate samples, 

but it's higher in those molded with commercial subhydrate. Water absorption is similar for FGD subhydrate 

samples under various conditions but lower in commercial subhydrate samples due to their higher density, 

indicating reduced porosity. These findings provide valuable insights into subhydrate properties in different 

calcination scenarios. 

 

 
Figure 2. SEM image of (a) FGD Gypsum; (b)Subhydrate obtained from the Dry Atmospheric-pressure 

calcination; (c) Subhydrate obtained from the Wet Atmospheric-pressure calcination; (d) Subhydrate obtained 
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from the calcination at 160 KPa of pressure; (e) Subhydrate obtained from thecalcination at 190 KPa of 

pressure; (f) Commercial Subhydrate. 

 

In the conducted study, we conducted an evaluation of the properties of subhydrates under various 

calcination conditions and conducted a comparative analysis with commercial and FGD subhydrates. An 

observation of note is that the water requirement ratio of subhydrate derived from Dry Atmospheric-pressure 

calcination surpasses that of subhydrates from Wet Atmospheric-pressure, 160 KPa, and 190 KPa calcination. 

This suggests an inverse correlation with particle size and crystal water content. It was also established that the 

dispersion of slip water is superior in subhydrates from closed conditions and commercial subhydrate. 

Furthermore, the subhydrate from Dry Atmospheric pressure manifests a swifter setting time compared to 

subhydrates from alternative conditions, while the commercial subhydrate exhibits a longer setting time. Despite 

density remaining consistent across FGD subhydrate samples, it is higher in those fashioned with commercial 

subhydrate. Although water absorption levels are akin for FGD subhydrate samples under varied conditions, 

they are lower in commercial subhydrate samples due to their escalated density, indicative of reduced porosity. 

These findings bestow valuable insights into subhydrate properties across diverse calcination scenarios. 

 

 
Figure 3. Particle size distribution. 

 

The FGD subhydrate is derived from dry atmospheric-pressure calcination. The experimental sample, 

when molded, exhibits the highest specific flexural strength, surpassing subhydrates obtained from calcination at 

160 kPa of pressure, wet atmospheric-pressure calcination, commercial subhydrate, and calcination at 190 kPa 

of pressure. The reduced specific flexural strength of subhydrates obtained from wet atmospheric-pressure 

calcination, calcination at 160 kPa of pressure, and calcination at 190 kPa of pressure is attributed to vapor 

presence during calcination. This vapor induces chaotic bonding among subhydrate particles and introduces 

crystal imperfections, detrimentally impacting particle orientation when formed into experimental samples or 
products, consequently diminishing mechanical properties (refer to Table 3). 

 

 

Table 4. Results from the Rehydration of each Suhydrate to Dihydrate. 

Element 
110 

KPa 

160 

KPa 

190 

KPa 

Commercial 

grade 

Water requirement ratio 0.559 ±0.011 0.541 ±0.018 0.532 ±0.015 0.667 ±0.013 

Dispersion of slip (cm) 16 ±1.23 17 ±0.94 16 ±1.70 20 ±0.56 

Initial Setting time (min) 6 ±0.15 6 ±0.26 5.30 ±0.42 8 ±0.33 

Final Setting time (min) 15 ±0.21 14.30 ±0.15 15.00 ±0.10 21 ±0.08 

Density (g/cm^3) 1.08 ±0.056 1.10 ±0.067 1.10 ±0.036 1.02 ±0.051 

Water absorption (%) 29.28 ±0.66 29.44 ±0.25 28.94 ±0.80 37.47 ±0.16 

 

Of note, calcination at 190 kPa of pressure, representing the highest-pressure level resulting from the sum 

of atmospheric pressure at 100 kPa and vapor pressure at 90 kPa, causes an increased amount of vapor to be 
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retained in the kettle during calcination compared to other conditions. Elevated vapor quantity augments the 

bonding rate of the subhydrate and exacerbates crystal imperfection. 

 

  
Figure 4. Specific flexural strength and compressive strength of the samples in various conditions. 

 

Conclusions 

The optimization of the calcination process for FGD gypsum to hemihydrate at 160 and 190 kPa 

pressures resulted in an efficient duration of 23 minutes, slightly faster than the 24 minutes required under dry 

and wet atmospheric pressure conditions. Throughout the calcination process, the crystallization water content 

(%CW) was consistently maintained between 6.0% and 6.2%, aligning with the characteristics of high-purity 

calcium sulfate hemihydrate. The initial purity of FGD gypsum closely resembled that of natural gypsum, with a 

calcium content 0.53% higher and a sulfur content 1.63% lower than commercial subhydrate. Post-calcination, 

the calcium content decreased by a minimum of 1.4%, while the sulfur content increased by at least 1.5%. XRD 

patterns delineated the subhydrates into two distinct groups based on their calcination conditions, showcasing 

different peak patterns for subhydrates calcined under atmospheric pressure compared to higher pressure (160 

and 190 kPa). FGD subhydrates were categorized as alpha-type (alpha-subhydrate), whereas commercial 

subhydrate was classified as beta-subhydrate. SEM imaging unveiled variations in crystalline structures: dry and 

wet atmospheric-pressure calcination resulted in trigonal structures, while high-pressure calcination (160 and 

190 kPa) yielded monoclinic structures with some triclinic particles. FGD subhydrate particles exhibited greater 

size compared to commercial subhydrate particles, with dry atmospheric-pressure calcination producing the 

smallest particles among FGD subhydrates. Subhydrates from dry atmospheric-pressure calcination showcased 

the highest specific flexural strength, surpassing those from high-pressure and wet atmospheric-pressure 

calcination due to fewer vapor-induced bonding imperfections. Commercial subhydrate manifested longer 

setting times and higher density, resulting in reduced water absorption and porosity compared to FGD 

subhydrates. This study underscores the potential of FGD gypsum as a viable raw material for construction and 

casting applications, offering mechanical properties comparable to or surpassing those of commercial 

subhydrates. The diverse calcination conditions enable the customization of subhydrate properties, positioning 

FGD gypsum as a flexible and sustainable alternative to natural gypsum. 
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Abstract:  

Lubricants reduce friction by creating a protective barrier between surfaces in contact. This 

research focused on developing potassium soap-based lubricants for applications such as 

chains and conveyor belts. Potassium oleate was produced through the saponification of oleic 

acid with aqueous potassium hydroxide (20-40% w/v). To explore alternative formulations, 

vegetable oils (olive and palm olein oil) or their mixtures with oleic acid were reacted with 

potassium hydroxide (20-40% w/v). The physical and chemical properties of the resulting 

lubricants, including pH, flash foam, foam drainage, and the time taken for a steel object to 

slide down inclined planes at 20°, 30°, and 45°, were assessed and compared to commercial 

lubricant soaps (liquid and gel samples). The results showed that the optimized condition for 

lubricant soap synthesized from oleic acid and a 20% w/v aqueous solution of potassium 

hydroxide (KOH) had the following properties: pH 10.12, flash foam 50.0 mL, foam drainage 

at 5 minutes 50.0 mL, and a sliding time on a 30° inclined plane of 23 seconds, comparable to 

commercial lubricant soaps (pH 10.10-11.92). Additionally, lubricants synthesized from olive 

and palm olein oils, or their mixtures with oleic acid, using a 40% w/v KOH solution were 

effective. The optimized conditions for soaps from each oil alone were pH 12.15 and 12.16, 

flash foam 50.0 and 47.0 mL, foam drainage at 5 minutes 46.0 and 43.0 mL, and sliding 

times of 29 and 32 seconds, respectively. For mixtures of olive oil or palm olein with oleic 

acid (1:1 v/v) using a 20% w/v KOH solution, the optimized conditions were: pH 10.14 and 

10.16, flash foam 50.0 and 48.0 mL, foam drainage at 5 minutes 48.0 and 47.0 mL, and 

sliding times of 26 and 25 seconds, respectively. Therefore, vegetable oils containing oleic 

acid can be synthesized as effective soap lubricants, either alone or mixed with pure oleic 

acid, using an appropriate aqueous KOH solution. 

 

Introduction:  

  Soap lubricants have found a significant role in various industrial applications. They 

are primarily composed of metal salts of fatty acids, offering unique properties that make 

them suitable for specific conditions. There are types of soap lubricants for examples metal 

soap greases, stearate soap lubricants and linseed soap lubricants. For, metal soap greases are 

commonly used in industrial settings. They are produced by reacting metallic soaps (like 

lithium, calcium, or sodium stearate) with mineral oil. They offer good water resistance, 

shear stability, and load-carrying capacity. Soap lubricants are used in many industrial 

applications such as metal working, conveyor systems, textile industry, and paper industry. 

The advantages of soap lubricants are biodegradability, cost-effective, and good emulsifying 

properties. For conveyor systems, soap-based lubricants can be used on conveyor belts to 

reduce friction, prevent wear, and improve product handling. Many soap-based lubricants are 

environmentally friendly and biodegradable. They can be more economical compared to 

synthetic lubricants in certain applications. Moreover, soaps can form stable emulsions, 

which is beneficial in some industrial processes. While soap lubricants offer several 
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advantages, it's essential to select the right type and formulation based on specific industrial 

requirements. Factors like load, speed, temperature, and the nature of the materials involved 

should be carefully.1  

Vegetable oils are a potential renewable source of fatty acids for producing 

lubricating soaps. Bio-based lubricants, including vegetable oil-based lubricants, have been 

identified as environmentally friendly alternatives to mineral-based lubricants, offering 

superior lubricant properties, renewability, and biodegradability. Oleic acid, a common fatty 

acid found in many vegetable oils, is particularly interesting due to its properties. Using 

vegetable oils, particularly olive oil or palm olein oil to synthesize soap lubricants for 

conveyor belts is a promising area of research and development. It aligns with the growing 

demand for environmentally friendly and sustainable solutions. Potassium soap-based 

lubricants, also known as bio-lubricants, are bio-lubricants derived from vegetable oils. They 

are renewable and offer reduced environmental impact compared to synthetic lubricants 

which are based on petroleum, a non-renewable resource, and contribute to environmental 

pollution.2-4 Potassium soap is synthesized from triglyceride oil with potassium hydroxide 

through a saponification reaction. It is a yellowish-white solid, with a melting point of 200-

204 ℃, and is soluble in water, methanol, and ethanol. The synthesized potassium soap has 

been shown to possess antibacterial activity against Staphylococcus aureus and Escherichia 

coli, indicating its potential as an antibacterial agent.5 Moreover, silver nanoparticles 

incorporated into potassium oleate soap have been used to enhance the antimicrobial 

properties of natural rubber latex foam, demonstrating the potential for potassium oleate in 

lubricant applications.6 Potassium oleate is a potassium salt of oleic acid, a fatty acid 

commonly found in vegetable oils. It is a surfactant, meaning it reduces surface tension 

between substances. Potassium oleate is commonly used in soap production due to its 

surfactant properties and antibacterial activity. It is synthesized from vegetable oils such as 

olive oil, palm olein oil and others through a saponification reaction with potassium 

hydroxide, resulting in a yellowish-white solid that is soluble in water, methanol, and ethanol. 

Due to its fatty acid composition, palm olein-based potassium soaps tend to have good 

detergency and emulsifying properties. They might exhibit slightly higher foaming 

tendencies compared to olive oil-based soaps. For olive oil-based potassium soaps, they are 

often prized for their skin-friendly properties. They tend to produce softer and more emollient 

lubricants.  

This study focuses on synthesizing potassium soap lubricants derived from oleic acid-

rich vegetable oils for application in conveyor belt systems. Olive oil and palm olein oil were 

employed as feedstocks. The synthesized soaps underwent evaluation for chemical and 

physical properties, including appearance, pH, foam volume, and stability. Comparative 

analysis with a commercial potassium oleate-based lubricant was conducted. The ultimate 

goal is to develop a sustainable, performance lubricant for conveyor belt systems by 

optimizing soap properties through variations in vegetable oil type, oleic acid and potassium 

hydroxide concentration. The results of this study have practical implications for the 

application of industrial soap lubricants in conveyor belt systems and other material handling 

operations. 

   

Methodology:  

2.1 Materials 

Potassium hydroxide (KOH) and oleic acid, the primary components for soap 

lubricant formulation, were acquired from Sigma-Aldrich. Distilled water was produced in-

house. Olive oil, and palm olein oil were commercially obtained from local sources in Chiang 

Mai. All chemicals and solvents were of analytical grade and used without additional 

purification.  
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2.2 Methods 

2.2.1 Fatty acid analysis 

Olive oil and palm olein oil were synthesized into fatty acid methyl esters (FAMEs) 

through esterification, employing a modified Roslan et al. method [อ้ า ง อิ ง ]. FAMEs were 

prepared by a two-step process involving transesterification with methanolic NaOH followed 

by esterification with boron trifluoride in methanol. The resulting FAMEs were extracted 

using n-heptane and purified through liquid-liquid extraction. The purified FAMEs were 

analyzed using GC-MS equipped with an Agilent 6890N gas chromatograph and an Agilent 

5973 mass selective detector. Compound identification was based on mass spectral matching 

against the NIST17 library.7-8 

2.2.2 Preparation of potassium soap-based lubricants. 

Potassium soap-based lubricants were synthesized through saponification reactions. 

Firstly, synthesis of potassium oleate using pure oleic acid reacted with 20%, 30%, or 40% 

(w/v) potassium hydroxide solutions. Oleic acid was heated to 80 °C before being added to a 

potassium hydroxide solution (20%, 30%, or 40% w/v). The resulting mixture was stirred 

vigorously at high speed for one hour, then cooled to room temperature. The soap was 

subsequently separated and washed with distilled water. Secondly, potassium soaps were 

synthesized by reacting olive oil or palm olein oil with 20%, 30%, or 40% (w/v) potassium 

hydroxide solutions. Olive oil or palm olein oil was heated to 80 °C and then added to a 

potassium hydroxide solution (20%, 30%, or 40% w/v). The mixture was stirred vigorously 

for one hour before being cooled to room temperature. The resulting soap was separated and 

washed with distilled water. Thirdly, potassium soaps were synthesized by reacting a 1:1 

(v/v) mixture of olive oil or palm olein oil and pure oleic acid with 20%, 30%, or 40% (w/v) 

potassium hydroxide solutions. The mixture was heated to 80 °C, stirred vigorously for one 

hour, cooled to room temperature, and the resulting soap was separated and washed with 

distilled water. All synthesized soaps were evaluated based on yield, texture, color, pH, flash 

foam (foam volume; mL), and foam drainage (foam stability; mL). Flash foam means 

immediate foam volume after shaking or initial foam volume. Meanwhile, foam drainage is 

foam volume after standing for 5 minutes or foam stability after 5 minutes. Additionally, their 

lubricating efficiency was assessed by measuring the time taken for a steel object to slide 

down inclined planes of 20°, 30° and 45° coated with the respective soap.9 

 

Results and Discussion:   

Soap is a salt of fatty acids used in cleaning and lubrication products. The process of 

soap making is called saponification, which is the hydrolysis of esters (triglycerides, such as 

vegetable oils or animal fats) with a strong base like sodium hydroxide or potassium 

hydroxide. This reaction produces the corresponding sodium or potassium salt of the fatty 

acid and an alcohol (glycerol). This research aims to synthesize potassium salts of fatty acids 

from vegetable oils rich in oleic acid and potassium hydroxide for application as lubricants in 

conveyor belt systems. Two types of vegetable oils were used: olive oil, palm olein oil. The 

synthesized soaps will be tested for their chemical and physical properties, such as 

appearance, pH, flash foam after shaking at 5,10, 15 mins, and foam drainage. The results 

will be compared to commercial lubricants containing potassium oleate. Three experimental 

methods were employed including 1) synthesis of potassium oleate: pure oleic acid was 

reacted with 20%, 30%, or 40% (w/v) KOH solution 2) synthesis of potassium soaps from 

vegetable oils: Each of the two vegetable oils (olive oil, palm olein oil) was reacted with 

20%, 30%, or 40% (w/v) KOH solution 3) synthesis of potassium soaps from a mixture of 

vegetable oil and oleic acid: A 1:1 (v/v): mixture of each vegetable oil and pure oleic acid 
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was reacted with 20%, 30%, or 40% (w/v) KOH solution, respectively. The lubricating 

efficiency of each sample were evaluated by measuring the time required for a steel object to 

slide down a model coated with the lubricant on inclined surfaces of 20°, 30°, and 45°. The 

properties of the synthesized soaps will be compared to a commercial lubricant containing 

potassium oleate. This research aims to develop a sustainable and potentially more effective 

lubricant for conveyor belt systems using vegetable oil-based soaps. By varying the type of 

vegetable oils and the concentration of potassium hydroxide, the results performed the 

optimization of the synthesized soaps and their properties. 

3.1 Fatty acid compositions 

The fatty acid profiles of olive oil, and palm olein oil are presented in Table 1. Olive 

oil exhibited higher oleic acid contents than palm olein oil. Oleic acid was the primary source 

of monounsaturated fatty acids (MUFAs) in two types of oils. Notably, palm olein oil 

contained high palmitic acid as saturated fatty acids (SFAs). Lauric and myristic acids were 

found in palm olein oil. The fatty acid compositions obtained in this study align with previous 

reports. 10-11  

Table 1.  

Fatty acid compositions of olive oil, and palm olein oil. 

 

Fatty acids Fatty acids content (%, Mean ± SD) 

Olive oil Palm olein oil 

C12:0 (Lauric) NDa 0.21 ± 0.08 

C14:0 (Myristic) NDa 0.69 ± 0.10 

C16:0 (Palmitic) 11.92± 1.01 37.21 ± 0.13 

C18:0 (Stearic) 3.12 ± 0.15 4.32 ± 0.05 

C20:0 (Arachidic) 0.31 ± 0.02 0.19 ± 0.09 

C22:0 (Behenic) 0.10 ± 0.14 0.12 ± 0.09 

C16:1 (Palmitoleic) 0.87 ± 0.04 0.29 ± 0.11 

C18:1 (Oleic) 79.08 ± 0.11 47.32 ± 0.02 

C18:2n-6 (Linoleic) 7.41 ± 0.08 10.97 ± 0.13 

C18:3n-3 (α-Linolenic) 0.71 ± 0.12 0.18 ± 0.10 

C20:1 (Eicosenoic) 0.21 ± 0.15 0.13 ± 0.06 
aND = not detected.  

 

3.2 Physical and chemical properties of potassium soap-based lubricants. 

The synthesis of lubricant soaps containing potassium oleate using 20%, 30%, or 40% 

(w/v) potassium hydroxide solutions and pure oleic acid as starting materials showed that the 

soap made with a 20% (w/v) potassium hydroxide solution exhibited properties most similar 

to commercial lubricants (liquid and gel samples). These properties included texture, color, 

pH, flash foam (foam volume after shaking), foam drainage at 5, 10, and 15 minutes (foam 

stability), and faster sliding distances on 20°, 30°, and 45° inclined angles. All synthesized 

lubricants were colorless gels with a pH range of 10.12-12.17. Among the 20-40% KOH 

(w/v) solutions, higher concentrations of KOH resulted in decreased flash foam and foam 

drainage, and longer sliding times on inclined planes. The optimized lubricant soap made 

from oleic acid and a 20% w/v aqueous potassium hydroxide (KOH) solution had a pH of 

10.12, flash foam of 50.0 mL, foam drainage at 5 minutes of 50.0 mL, and sliding times on 

20°, 30°, and 45° inclined planes of 42, 23, and 21 seconds, respectively, comparable to 

commercial lubricant soaps (pH 10.10-11.92). The foam drainage results were presented in 

Figure 1. 
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Figure 1.  

The foam drainage of KOH (20, 30, 40% w/v) and oleic acid compared to two 

commercial soap lubricants in liquid and gel samples. 

      

Secondly, the synthesis of lubricant soaps containing potassium oleate using 20%, 

30%, and 40% (w/v) KOH was conducted with olive oil and palm olein oil. All synthesized 

olive oil-based and palm olein oil-based lubricants were pale yellow gels with a pH range of 

12.08-12.12. Higher concentrations of KOH (20-40% w/v) resulted in increased flash foam 

and foam drainage, as well as shorter sliding times on inclined planes. The optimized 

lubricant soap made from olive oil and a 40% w/v KOH solution had a pH of 12.08, flash 

foam of 50.0 mL, foam drainage at 5 minutes of 46.0 mL, and sliding times of 41, 29, and 24 

seconds on 20°, 30°, and 45° inclined planes, respectively. Moreover, the optimized lubricant 

soap made from palm olein oil and a 40% w/v KOH solution had a pH of 12.10, flash foam 

of 47.0 mL, foam drainage at 5 minutes of 43.0 mL, and sliding times of 44, 32, and 28 

seconds on 20°, 30°, and 45° inclined planes, respectively. Results revealed that both olive oil 

and palm olein oil-based soaps with 20-40% (w/v) KOH exhibited flash foam comparable to 

commercial samples. However, the foam drainage of both synthesized soaps was lower than 

that of the commercial samples. Olive oil-based soap demonstrated a higher flash volume 

than palm olein oil-based soap, aligning with the theoretical understanding of the higher oleic 

acid content in olive oil. Furthermore, in the sliding times on 20°, 30°, and 45° inclined 

planes, the olive oil-based soap, due to its higher flash foam and foam drainage, exhibited 

shorter times compared to the palm olein oil-based soap across 20°, 30°, and 45° incline 

angles. The foam drainage results for palm olein oil-based and olive oil-based soaps were 

shown in Figures 2 and 3. 

The viscosity of synthesized soap lubricants was 30-70 cP at 25C.12 The viscosity of 

soap lubricants can vary widely depending on their composition and the specific formulation 

used. For soap-based lubricants like those synthesized in your study, viscosity is typically 

influenced by factors such as the concentration of potassium hydroxide (KOH), the type and 

ratio of oils used (pure oleic acid, olive oil, palm olein oil), and any additives or impurities 

present. In general, pure oleic acid-based soaps tend to have higher viscosity due to their 

long-chain fatty acids. Vegetable oil-based soaps (such as those from olive oil or palm olein 

oil) can have varying viscosities depending on the specific fatty acid profile of the oil. Higher 

KOH concentrations typically result in lower viscosity because the increased soap 
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concentration can break down the oil more effectively, reducing overall thickness. Moreover, 

mixtures of oils with oleic acid may achieve a balanced viscosity, offering good lubrication 

properties while maintaining a manageable consistency. 

 

 
 

Figure 2.  

The foam drainage of KOH (20, 30, 40% w/v) and olive oil compared to two 

commercial soap lubricants in liquid and gel samples. 

 

 
 

Figure 3.  

The foam drainage of KOH (20, 30, 40% w/v) and palm olein oil compared to two 

commercial soap lubricants in liquid and gel samples. 

 

Thirdly, a study was conducted to synthesize lubricating soaps using potassium oleate 

as a primary component by mixing pure oleic acid with vegetable oils (containing oleic acid) 

and KOH. The starting materials included 20%, 30%, or 40% (w/v) KOH and a 1:1 (v/v) 

mixture of vegetable oils (olive oil or palm olein oil) with pure oleic acid. All synthesized 

vegetable oil-pure oleic acid-based lubricants were pale yellow gels with a pH range of 

10.14-10.16. Higher concentrations of KOH (20-40% w/v) resulted in decreased flash foam 

and foam drainage, as well as longer sliding times on inclined planes. The optimized 

lubricant soap made from a 1:1 v/v mixture of olive oil and oleic acid with a 20% w/v KOH 

solution had a pH of 10.14, flash foam of 50.0 mL, foam drainage at 5 minutes of 48.0 mL, 

and sliding times of 42, 26, and 23 seconds on 20°, 30°, and 45° inclined planes, respectively. 

Similarly, the optimized lubricant soap made from a 1:1 v/v mixture of palm olein oil and 
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oleic acid with a 20% w/v KOH solution had a pH of 10.16, flash foam of 48.0 mL, foam 

drainage at 5 minutes of 47.0 mL, and sliding times of 43, 25, and 22 seconds on 20°, 30°, 

and 45° inclined planes, respectively. Results revealed that all synthesized vegetable oil-pure 

oleic acid-based lubricants with 20-40% (w/v) KOH exhibited flash foam comparable to 

commercial samples. However, the foam drainage of both synthesized soaps was lower than 

that of the commercial samples. The olive oil: oleic acid (1:1 v/v) based soap demonstrated a 

higher flash volume than the palm olein oil: oleic acid (1:1 v/v) based soap, consistent with 

the higher oleic acid content in olive oil. Additionally, pure oleic acid usage resulted in 

increased flash foam, foam drainage, and shorter sliding times on inclined planes when using 

low concentration of KOH at 20%. For the sliding times on 20°, 30°, and 45° inclined planes, 

the synthesized olive oil-based soap, due to its higher flash foam and foam drainage, 

exhibited shorter times compared to the synthesized palm olein oil-based soap. The foam 

drainage results are shown in Figures 4 and 5. 

 

 
 

Figure 4.  

The foam drainage of KOH (20, 30, 40% w/v) and olive oil-pure oleic acid (1:1 v/v) 

compared to two commercial soap lubricants in liquid and gel samples. 

 

 
 

Figure 5.  

The foam drainage of KOH (20, 30, 40% w/v) and palm olein oil-pure oleic acid (1:1 

v/v) compared to two commercial soap lubricants in liquid and gel samples. 
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There are many factors affecting lubricant properties such as fatty acid composition, 

KOH concentration, water content, and additives. The type and ratio of fatty acids influence 

the lubricant's viscosity, foaming, emulsifying, and detergency properties. The amount of 

KOH used affects the soap formation and the final product's pH. Water content involves the 

lubricant's consistency and stability. In addition, the choice and concentration of additives 

significantly impact the lubricant's performance. Oleic acid significantly affects the quality of 

soap lubricants due to its chemical properties and how it interacts with other components in 

the formulation. Oleic acid, being a long-chain fatty acid, provides excellent lubricating 

properties. It forms a slippery film on surfaces, reducing friction and wear, which is essential 

for applications like chains, conveyor belts, and bearings. The ability of oleic acid to form a 

stable, protective film enhances the durability and effectiveness of the lubricant. Oleic acid 

contributes to the foam stability of the soap lubricant. A balanced foam profile is important 

for certain applications where foam can act as a cushion or barrier. Higher concentrations of 

oleic acid can lead to increased initial foam (flash foam) and stable foam over time (foam 

drainage). This characteristic is useful in applications where foam helps in reducing direct 

contact between surfaces. Moreover, oleic acid helps in maintaining an optimal pH level for 

the soap lubricant, usually in the range of 9-12. This is crucial for ensuring the lubricant's 

stability and compatibility with various materials. Therefore, the addition of oleic acid can 

enhance the chemical stability of the soap lubricant, preventing degradation and extending its 

shelf life. Using oleic acid, particularly from vegetable oil sources, can be cost-effective. 

Blending oleic acid with other oils like palm olein can reduce reliance on more expensive 

commercial chemical lubricants and oleic acid sourced from renewable vegetable oils 

supports sustainability, making the lubricant more environmentally friendly.13  

The quantity of potassium hydroxide (KOH) significantly affects the properties of 

soap lubricants. Higher KOH concentrations usually decrease the amount of flash foam 

(initial foam volume after shaking) because the soap becomes more soluble and disperses 

more easily in water. High KOH concentrations can lead to faster foam drainage (foam 

stability over time), meaning the foam breaks down quicker. Lower KOH concentrations may 

result in more stable foam that lasts longer. The quantity of KOH directly impacts the pH 

level of the soap lubricant. Higher KOH concentrations increase the pH, making the soap 

more alkaline. A highly alkaline soap might be more effective in certain cleaning or 

lubricating applications but could also be harsher on materials. The amount of KOH affects 

the soap's lubrication properties. Higher concentrations can lead to reduced sliding efficiency 

due to the lower viscosity and quicker foam breakdown, resulting in less effective lubrication. 

In this study, lubricants synthesized with different KOH concentrations showed varying 

properties. The 20% KOH performed lubricants with a balanced pH, adequate flash foam, 

and good foam stability. These lubricants demonstrated optimal sliding times on inclined 

planes, similar to commercial lubricants. Meanwhile, 30-40% KOH resulted in decreased 

flash foam and quicker foam drainage, with longer sliding times, indicating reduced 

lubrication efficiency. Therefore, the quantity of KOH is a critical factor in determining the 

quality and performance of soap lubricants. By adjusting the KOH concentration, you can 

fine-tune the saponification process, viscosity, foam properties, pH level, and overall 

lubrication efficiency to meet specific application requirements. 
 

Conclusion:  

The study demonstrated that the choice of vegetable oil and the concentration of 

potassium hydroxide significantly impacted the properties of the synthesized lubricating 

soaps. While synthesized potassium oleate provided better lubrication properties than soaps 

synthesized from vegetable oils (palm olein/olive oil), the addition of pure oleic acid mixed 

with vegetable oils improved the properties of the soaps and offered a more favorable foam 
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profile, which could be beneficial in certain applications. Based on this research, blended 

palm olein-oleic acid is proposed as a cost-effective alternative for industrial conveyor belt 

lubricants, reducing reliance on commercial chemical lubricants. 
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Abstract:  
Lightweight ceramic aggregates or ceramsite can be used in gardening, construction 
backfilling, sewage treatment, and refractory materials. This study examined process of 
ceramsite preparation by combining Pattani clay, fly ash from a biomass power plant, and 
pore-forming reagents. To make ceramsite pellets, different ratios of raw materials were used, 
55, 60, 65, 70 and 75 percent of clay; 35, 30, 25, 20, and 15 percent fly ash; and 10 percent 
pore-forming reagents (5 types), such as cockle shell, tapioca starch, rice husks, sawdust, and 
iron(III) oxide chemical waste. The pellets were, then, fired at 1,000 °C in a muffle furnace 
using a step firing process. A stereomicroscope, apparent density, water absorption, and 
shrinkage were used to describe the physical and morphological properties of ceramsite. The 
surface functional group was characterized by a Fourier transform infrared spectrometer 
(FTIR). The results of the study found that the optimum raw material ratio based on low 
apparent density, suitable shrinkage, and water absorption for creating ceramsite was 70% 
clay, 20% fly ash, and 10% pore-forming reagent (sawdust). It has an apparent density of 
1.89 g/cm3, 30.45% water absorption, and 4.73% shrinkage. For its application as a gardening 
material, good ceramsite should possess low density, high porosity, and high water 
absorption. 
 
Introduction:  

Ceramic aggregates such as heavyweight, lightweight, or ceramsite can be applied as 
adsorbents or for water retention. Ceramsite is a porous substance that has a bulk density of 
less than 1.20 g/m3 or an apparent density of less than 2.00 g/cm3.1 The material has great 
porosity, a significant specific surface area, low apparent and bulk density, as well as 
minimal toxicity. Typically, it has a circular shape with a diameter ranging from 5 to 20 mm. 
Its chemical composition includes SiO2, Al2O3, Fe2O3, MgO, Na2O, and K2O.2 The majority 
of ceramite serve as absorbents for wastewater, filter materials, aerated bricks, and concrete. 
Ceramsite can be produced by subjecting clay, shale, and fly ash to a temperature range of 
950–1300 oC. The diagram by Riley shows that the ideal composition range for preparing 
ceramsite is 53–79% SiO2, 10–25% Al2O3, and 13-26% fluxing agent like feldspar.3 Feldspar 
is preferred because it contains high amounts of K2O and Na2O, which can decrease the flux 
content in the raw material, lower the calcination temperature, and widen the temperature 
range for producing ceramsite.4 Fly ash is a substantial byproduct from electric power plants 
utilizing biomass; it comprises numerous inorganic substances, predominantly silica, calcium 
oxide, and other metal oxides,5 making it suitable as a fluxing agent for ceramsite.6 In order 
to achieve consistent porosity in the ceramsite and guarantee enough porosity, it is necessary 
to introduce porous reagents, which are capable of generating gas. Pore-forming reagents, or 
porous reagents, used to produce ceramsite are biomass from industrial sources such as 
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sugarcane bagasse, rice husks, and sawdust. This biomass contains organic matter that can be 
burned out to form pores in ceramsite after firing at high temperatures. 

The aim of this work was to prepare and characterize low-cost ceramsite containing 
Pattani clay, fly ash, and various pore-forming reagents. 
 
Methodology:  
Materials 

Pattani clay was collected from local pottery in Mueng Pattani, and wood fly ash was 
achieved from the Pattani green biomass power plant. Cockle shell from Pattani fresh market, 
commercial tapioca starch, rice husks, sawdust, and waste chemicals from the chemistry 
laboratory; expired iron (III) oxide), were used as pore-forming reagents in this work. All 
materials were dried at 105 oC for 2 hours, ground into fine powder, and sieved through a 
250-mm sieve before mixing. 

 
Preparation of ceramcite 

Green ceramsite samples were prepared by dry mixing 55-75% Pattani clay, 15–35% 
fly ash, and 10% pore-forming reagents (as shown in Table 1). The dried mixture was mixed 
with deionized water to obtain 30% moisture (dry basis). The spherical forming was 
performed with a pellet molding machine to form 8–10 mm-diameter spherical pellets. They 
were dried at 105 oC for 2 hours to obtain green ceramsite, then fired at 1000 oC with various 
steps of firing to obtain ceramsite. 
 

Table 1. Materials composition of ceramsite 
 

Raw materials I II III IV V 
Pattani clay 55 60 65 70 75 

Fly ash 35 30 25 20 15 
Pore-forming reagent 10 10 10 10 10 

 
Characterization of ceramsite  

Morphology, surface functional groups, and crystallinity of synthesized ceramsite 
were characterized by various techniques such as stereomicroscope (Stemi 2000-C, Zeiss, 
Germany), Fourier transform infrared spectrophotometer (FT-IR) (Tensor 27, Bruker, 
Germany), and X-ray diffraction spectrophotometer (XRD Empyrean, Panalytical, 
Netherlands) with an X-ray tube. Cu tube, X-ray generator: 40 kV and 30 mA, wavelength: 
0.154 nm (Cu Kα), Scan range (2q): 5-80°, step size (2q): 0.026°, time/step: 70.125 sec. 
 The physical property such as firing shrinkage, apparent density, water absorption of 
synthesized ceramsite were also measured as follow. 
 
Firing shrinkage (%) = x 100  
 
Where Di and Df are initial and final diameter (mm) of ceramsite before and after firing 
process, respectively. 
 
Apparent density (g/cm3) =  
 
Where m and V are mass (g) and volume (cm3) of ceramsite, respectively. The volume of 
ceramcite was determined by subtracting the volume of water in the cylinder before and after 
the immersion of a precisely weighed ceramcite sample in that cylinder. 
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Water absorption (%) =  x 100 

 
Where m1 and m2 are dried and saturated weight (g) of ceramsite before and after 1 h water 
absorption test, respectively. 
 
Results and Discussion:  
Different ratios of Pattani clay and pore-forming agents, which contain various amounts of 
organic matter that can be burned off, were expected to give ceramsite with low density, high 
porosity, and high water absorption. Additionally, differences in morphology such as color, 
crystallinity, chemical, or physical interaction between these inorganic mixtures were 
investigated. 
Morphology of ceramsite 
 Morphology of ceramsite samples containing 55-75% Pattani clay, 15-35% fly ash, 
and 10% pore-forming reagents were characterized by stereomicroscope as shown in Figure 
1. The ceramsite samples show a nearly spherical shape with a diameter around 7.79±0.35 
mm. 
 

 
Figure 1. Green and fired ceramsite (a) Pattani clay, ceramsite containing 70 % Pattani clay, 
20 % fly ash and 10% (b) cockle shell; (c) tapioca starch; (d) rice husks; (e) sawdust; and (f) 

iron(III) oxide, after calcined at 1,000oC. 
 
 Color of green ceramsite samples were dark representing organic matter in Pattani 
clay except for cockle shell formula showing off white due to white color of CaCO3 in cockle 
shell. After firing at 1,000 oC, the color of all samples was pale to deep brown representing 
Iron (III) oxide in Pattani clay, from pure Pattani clay to Iron (III) oxide formula, 
respectively. The main chemical composition of Pattani clay composes of SiO2 (47-58%), 
Al2O3 (24-27%) Fe2O3 (2-3%), and TiO2 (1%) after firing at 900 oC showing good property 
based on high amount of SiO2, Al2O3, and Fe2O3 which can be used as raw material for 

(a) (b) (c) 

(d) (e) (f) 
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making pottery.7 In this work, all mixture formula showed good toughness during forming 
spherical pellets due to the property of the main raw material; Pattani clay. During firing, the 
calcination and reduction reaction occurred such as the following reactions.8 Equation (1) 
shows a combustion reaction of organic matter in rice husk, equation (2) represents the 
calcination reaction of CaCO3 in cockle shell, and equation (3) exhibits reduction of Fe2O3 by 
carbon left in the clay mixture during the firing process. 
 

C6H10O5 + 6O2 ® 5H2O + 6CO2   (1) 
CaCO3 ® CaO + CO2     (2) 
2Fe2O3 + C ® 4FeO + CO2    (3) 
 

Pores are formed after these gases leave the ceramsite, giving porous materials, as 
shown in Figure 2, which represents the cross-sectional morphology of the ceramsite, which 
contains 20% fly ash and 10% pore-forming reagents in this work. Ceramsite containing 20% 
fly ash shows the best properties compared to other fly ash compositions. All five pore-
forming reagents, such as cockle shell, tapioca starch, rice husks, sawdust, and iron (III) 
oxide, can form ceramsite with small pores and still not sinter or melt at this firing condition. 
This property will be suitable for applications as a water or organic pollutant absorbent. 

 

 
 

Figure 2. Cross section images (1.6X) of ceramsite (a) Pattani clay (PA), ceramsite 
containing 70 % Pattani clay, 20 % fly ash (FA) and 10% of (b) cockle shell; (c) tapioca 

starch; (d) rice husks; (e) sawdust; and (f) iron(III) oxide, after firing at 1,000oC. 
 
Surface functional groups of ceramsite characterized by FT-IR 
 The surface interaction of Pattani clay with fly ash, and pore-forming reagents after 
firing process was characterized by FT-IR, as shown in Figure 2. The weak absorption 
intensity of surface hydroxyl groups (-OH) was still observed at wavenumber 3600–3700  
cm-1, representing the humidity environment.9 The main FT-IR band around 1000 cm-1 
represents Si-O-Si and Si-O-Al tetrahedrons of geopolymer.9,10 The C-H band at 800 cm-1 
represents organic matters in Pattani clay that disappear after firing at 1000 oC. The Al-O and 
Fe-O bands also appear at 679 and 532 cm-1, respectively. The shift of Si-O-Si from a higher 
wavenumber in bare Pattani clay ceramsite to a lower wavenumber in other ceramsite can be 
explained by forming a rich aluminum phase where the Si4+ was partially replaced by Al3+, 
resulting in a change in the Si-O bond.9  

(a) (b) (c) 

(d) (e) (f) 
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Figure 3. FT-IR spectra of Pattani clay, ceramsite containing 70 % Pattani clay, 20 % fly ash 
and 10% cockle shell; tapioca starch; rice husks; sawdust; iron(III) oxide, after firing at 

1,000oC. 
 
Crystallinity of ceramsite 

The crystallinity of the synthesized ceramsite containing 70% Pattani clay, 20% fly 
ash, and 10% cockle shell, sawdust, and rice husks after being fired at 1,000 oC was 
characterized by XRD compared with bare Pattani clay and bare fly ash, as shown in Figure 
4. 
 

 
 

Figure 4. XRD patterns of (a) bare Pattani clay, (b) bare fly ash, compared with ceramsite 
containing 70% Pattani clay, 20 % fly ash and 10% of (c) cockle shell, (d) sawdust, and (e) 

rice husks, after firing at 1,000oC.  
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XRD analysis indicates that the predominant inorganic phase of Pattani clay consists 

of quartz (SiO2), seen at 2θ values of around 20.9°, 26.8°, 37.1°, 39.6°, and 50.2°.9 The 
primary constituents of fly ash, including quartz (SiO2), were seen at 2θ values of 
approximately 20.9°, 26.8°, 37.1°, 39.6°, and 50.2°. XRD data at 2θ approximately 29.4° 
reveals the presence of calcite (CaCO3),11 which is produced by the chemical adsorption of 
carbon dioxide gases onto the CaO in fly ash. The XRD pattern of the fly ash utilized in this 
study resembles that of rubber wood ash (RWA), with CaO and SiO2 as the primary 
constituents.5 Upon firing at 1000 °C, the primary composition remains in the quartz (SiO2) 
phase, with new XRD diffractions at 2θ approximately 16.5°, 22.1°, 25.8°, 27.9°, 29.6°, and 
30.4°, suggesting the formation of new phases, potentially including kaolinite 
(Al2Si2O5(OH)4), mullite (3Al2O3·2SiO2), microcline (KAlSi3O8), oligoclase ((Ca, Na)(Al, 
Si)4O8), and nepheline (Na3K(Al4Si4O16)).11 These stages can enhance the mechanical 
strength of ceramsite after firing process.  
 
Physical property of ceramsite 
 The firing shrinkage percentage of ceramic aggregate samples is shown in Figure 5. 
The firing shrinkage percentages of all samples are not too high, 3–8%. It was shown that 
increasing the amount of fly ash (decreasing Pattani clay) from 15 to 35% increases firing 
shrinkage, especially for formulas containing tapioca starch and sawdust. Fly ash can act as a 
fluxing agent to reduce the sintering temperature of clay and form dense materials. The firing 
shrinkage trend of ceramic aggregate samples containing 20% fly ash, 10% sawdust, and 
tapioca starch is quite similar due to their main composition of hydrocarbon matter, which 
were burned off completely during firing process. The firing shrinkage data indicates that 
ceramsite containing 15-20% fly ash and 10% all-pore-forming agent except rice husks and 
iron(III) oxide will be the suitable formula. 
  

 
 

Figure 5. Firing shrinkage of ceramsite containing x% (55-75) Pattani clay, y% (15-35) fly 
ash and 10% of (a) cockle shell, (b) tapioca starch, (d) rice husks, (e) sawdust, and (f) 

iron(III) oxide, after firing at 1,000oC.  
 
 Ceramic aggregate samples were tested for apparent density, as shown in Figure 6, 
which indicates that some samples are higher than 2.00 g/cm3 and higher than other ceramsite 
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samples containing only fly ash and pulverized coal prepared by multilayer coating (1.02-
1.49 g/cm3).12 The apparent density of all samples except 10% iron (III) oxide was lower than 
that of bare Pattani clay aggregate (2.25 g/cm3). The synthesized ceramic aggregates 
containing 10% iron (III) oxide may be defined as heavyweight ceramic aggregates, as other 
work contains red mud, activated charcoal, and barium sulfate, which show apparent density 
(2.1–4.1 g/cm3) after firing at 1000–1350 oC.12 Higher amount of organic matters and small 
particle size of pore-forming agent such as tapioca starch, was expected to show lowest 
apparent density. Additionally, the more fly ash amount, the lower apparent density was 
expected. However, the apparent density of ceramic aggregates containing 15–30% fly ash is 
not much different except at 15% fly ash containing sawdust, which is lower than others.  
 

 
 

Figure 6. Apparent density of ceramsite containing x% (55-75) Pattani clay, y% (15-35) fly 
ash and 10% of (a) cockle shell, (b) tapioca starch, (d) rice husks, (e) sawdust, and (f) 

iron(III) oxide, after firing at 1,000oC. 
 
 Water absorption of synthesized ceramsite was observed as shown in Figure 7, 
indicating good water absorption (19.1-32.5%) for ceramsite occurred for 15-20% fly ash and 
all pore-forming reagents except iron (III) oxide (12.6%). 
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Figure 7. Water absorption of ceramsite containing x% (55-75) Pattani clay, y% (15-35) fly 
ash and 10% of (a) cockle shell, (b) tapioca starch, (d) rice husks, (e) sawdust, and (f) 

iron(III) oxide, after firing at 1,000oC. 
 

Ceramsite containing 10% sawdust shows higher water absorption at 15–25% fly ash 
than others. The water absorption percentages of samples in this work are in the same range 
as fly ash ceramsite containing 10% coal (as a pore-forming reagent) (10–30% water 
absorption), and higher than other ceramsite.13 From the data above, ceramsite containing 
70% Pattani clay, 20% fly ash, and 10% sawdust with an apparent density of 1.89 g/cm3, 
30.45% water absorption, and 4.73% shrinkage, will be suitable for applications as water or 
wastewater absorbents and will be studied further for water retention and filter materials. 
 
Conclusion:  
 Ceramsite containing 55-75% Pattani clay, 15-35% fly ash from the Pattani green 
biomass power plant, and 10% pore-forming reagents such as cockle shell, tapioca starch, 
rice husks, sawdust, and expired chemical iron (III) oxide, can be successfully prepared and 
characterized. The suitable ceramsite was 70% Pattani clay, 20% fly ash, and 10% sawdust, 
with an apparent density of 1.89 g/cm3, 30.45% water absorption, and 4.73% shrinkage. 
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Abstract:  

Aluminium laminated plastic is commonly used in packaging for food, beverages, and 

medicines. However, due to its multilayer composition, it is considered unrecyclable using 

conventional methods and can contribute to environmental pollution. This study investigates 

the pyrolysis of aluminium laminated plastic using a single screw pyrolyzer, aiming to 

evaluate the effects of operating temperature on the yield of solid and aluminium, and to 

identify the optimal conditions for achieving the highest aluminium purity. The study focuses 

solely on varying the operating temperature. Experimental results demonstrate that while the 

pyrolysis process allows for the recycling of aluminium laminated plastic, some carbon 

residue remains on the solid product, indicating the need for additional cleaning methods to 

remove impurities. The results show that an operating temperature of 475ºC is optimal for 

achieving the highest aluminium purity of 89.31% and a substantial aluminium yield of 

approximately 32%. 

 

Introduction:  

Aluminium laminated plastic plays a crucial role in modern industry as a primary component 

of packaging due to its inertness, lightness, toughness, and strength.1 Effective packaging 

must protect contents from moisture, light, and air. Aluminium laminated plastic typically 

consists of multiple material layers, including paperboard, plastic, pigment, adhesive agents, 

and aluminium foil, combined through mechanical and thermal processes.2 This type of 

packaging is widely used for food, beverages, medicine, and household chemicals. 

Conventional methods of eliminating excess plastic waste, such as incineration or landfill, 

have direct adverse effects on the environment and ecosystem. Conventional methods of 

eliminating excess plastic waste, such as incineration or landfill, have direct adverse effects 

on the environment and ecosystem.3 Although various organic or green methods have been 

developed for recycling aluminium laminated plastic, these methods often fail to achieve high 

aluminium purity. Some processes require additional steps to enhance purity and treat used 

chemicals, further complicating recycling efforts. Moreover, scaling up these processes can 

be prohibitively expensive.4,5,6 

 

Recently, pyrolysis has emerged as an alternative process to mitigate the environmental 

impact of plastic waste and has garnered significant attention from scientists and researchers. 

Pyrolysis is a thermochemical decomposition process that breaks down organic materials, 

particularly polymers, plastics, and multilayer plastics, at high temperatures in the absence of 

oxygen or in an inert gas atmosphere. This process can produce various petroleum products 

and fuels, such as gas, distillate, and char, with the proportions dependent on the operating 

temperature, which is a crucial factor.7,8 For aluminium laminated plastic waste, pyrolysis can 

effectively separate aluminium layers from the plastic. During this process, the plastic layers 
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are pyrolyzed and converted into oil and gas, while the aluminium can be recovered and 

reused. Current laboratory-scale studies on pyrolysis have demonstrated promising conditions 

for plastic pyrolysis and aluminium recycling; however, these methods have not yet been 

successfully scaled up to industrial level.3,7,8 Additional parameters need to be considered, 

and maintaining the optimal operating temperature remains a critical factor. The objective of 

this study is to identify the optimal operating conditions, particularly the temperature, to 

achieve the highest purity of aluminium product and to efficiently scale up the process to an 

industrial level, considering physical, chemical, and economic aspects. 

 

Methodology: 

 

A. Materials 

Aluminium laminated plastic waste was sourced from various types of packaging, including 

food, snack, and beverage containers. Only aluminium laminated plastic waste was used and 

mixed. Before being fed into the pyrolyzer, the waste was prepared by reducing its size to 10-

15 cm and removing moisture, small-particle trash, and other contaminants, such as wires or 

different types of plastic waste (Figure 1). A single screw pyrolyzer was established at Chak 

Daeng Temple in Samut Prakan, Thailand (Figure 2). Liquefied petroleum gas (LPG) with a 

weight of 48 kg, used as fuel, was procured from PTT Public Company Limited, Thailand. 

 

  
Figure 1. Aluminium laminated plastic waste  

 

  
Figure 2. Compound of the single screw pyrolyzer; conveyor (left) and reactor (right) 
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B. Study of operating temperature 

5 kg of aluminium laminated plastic waste was fed into the single screw pyrolyzer, operating 

at a rotational speed of 14 rpm for the screw feeder and 8 rpm for the screw reactor. Initially, 

the operating temperature was set and maintained at 425ºC. The waste was pyrolyzed in the 

reactor for 90-120 minutes, during which the first solid product was generated. After an 

additional 60 minutes, the process was completed, and the final solid product was obtained. 

For subsequent experiments, the operating temperature was increased to 450ºC and 475ºC, 

respectively. 

 

C. Analysis of materials 

The weight of all feed waste and solid products was recorded to calculate the percentage of 

product yield. Both feed waste and solid products were calcined in a furnace at 600ºC for       

1 hour to determine the net aluminium yield. Energy Dispersive X-ray (EDX) analysis was 

performed to assess the elemental composition of both feed waste and solid products, and to 

determine the aluminium purity after calcination. 

 

Results and Discussion: 

 

A. Study of raw material 

Feed waste was analyzed by EDX to assess the elemental composition as shown in Table 1 

below. 

 

Table 1. Characterization of feed waste by EDX 

Composition Amount (%)a 

Organic matter 54.77 

Al content 43.23 

Humidity and others 2.00 
aThe results from the source of raw materials 

 

To determine the product yield, 1 g of feed waste was calcined at 600ºC for 1 hour in a 

furnace. After calcination, the weight of the solid residue was 0.21 g, which represents the net 

weight of aluminium content. The aluminium yield was calculated to be 21%. The weight 

loss observed corresponds to the carbon residue that was completely decomposed from the 

aluminium laminated plastic waste. 

 

B. Physical property of solid product 

The obtained aluminium products are shown (Figure 3). The black stains adhering to each 

aluminium product are due to the formation of hydrocarbon substances during the pyrolysis 

process, such as char or wax, which were not fully pyrolyzed. This carbon residue contributes 

to the observed solid product yield. The solid product from operations at 475ºC appeared 

notably cleaner, exhibiting greater silveriness compared to those from lower temperatures. 

This observation indicates a reduction in carbon residue with increasing operating 

temperature. Consequently, a further cleaning process is necessary to remove any remaining 

carbon residue or impurities post-pyrolysis. Improved cleaning could enhance the purity of 

the aluminium and potentially improve its mechanical properties for subsequent applications. 
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Figure 3. Physical property of solid product after pyrolysis process through single screw 

reactor in each operating temperature; 425, 450 and 475ºC, respectively 

C. Effect of temperature in solid product 

During pyrolysis, the plastic layer decomposes, separating from the aluminium layer and 

generating hydrocarbon substances, including oil and gas. However, due to limitations in 

reactor design, the yields of these hydrocarbon substances could not be accurately measured. 

Consequently, only the solid product, which consists of aluminium and carbon residue, was 

recorded. The yield of the solid product and aluminium at each temperatureis reported in 

Table 2.  

 

Table 2. Study of temperature impacting on product yield and Al yield 

Operating temperature (ºC) Product yield (%)a Al yield (%)b 

425 92.00 23.71 

450 90.00 32.11 

475 86.00 31.81 
aThe weight of total solid product 
bThe weight of aluminium after calcination 
a,bThe results from experiment without repetition 

 

 

 
Figure 4. The relation between operating temperature to yield of product 
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The results indicate that the yield of solid product decreases with increasing temperature, 

although the aluminium yield tends to be slightly higher (Figure 4). Higher temperatures 

promote the decomposition of plastic or carbon content more effectively than lower 

temperatures, resulting in a lighter weight of the solid product. This finding is consistent with 

investigations by Korkmarz et al. (2009), Undri et al. (2014), and Miskolczi et al. 

(2024).9,10,11 However, it is important to note that the weight of the solid product in this study 

may also include carbon residue, not just aluminium. Typically, plastic decomposes into 

pyrolytic substances in several phases depending on the operating temperature. At 

temperatures below 400ºC, the plastic decomposes into wax and char. At medium 

temperatures (between 400-600ºC), the process produces oil composed mainly of naphtha, 

kerosene, and gasoline. Temperatures exceeding 600ºC yield gas products and light 

hydrocarbons.7 In this study, the temperature parameter could not be varied beyond 480ºC 

due to limitations of the single screw reactor, as higher temperatures could adversely affect 

the reactor's material properties. 
 

Table 3. Chemical composition of solid product from pyrolysis in each experiment 

Operating 

temperature 

(ºC) 

Chemical composition (%)a 

Al Ca Fe Ti Cr Other 

metals 

425 83.173 9.944 6.449 0.253 0.041 0.140 

450 85.860 10.143 3.170 0.396 0.045 0.386 

475 89.311 5.673 4.663 0.179 0.051 0.123 
aThe analysis by EDX 

 

Comparison to the results of characterization of feed waste in Table 1., it demonstrates that 

pyrolysis process can well operate and provide higher purity of aluminium. As Table 3. 

shown, the highest aluminium purity of 89.31% was achieved at an operating temperature of 

475ºC. This indicates that pyrolysis of aluminium laminated plastic waste at higher 

temperatures is effective in providing purer aluminium and ensuring more complete 

pyrolysis. At this temperature, the aluminium yield was approximately 32%, which is 

comparable to the yield observed at 450ºC. These results confirm that higher operating 

temperatures are advantageous for achieving better purity in pyrolysis, assuming there are no 

limitations imposed by the reactor. 

 

Conclusion:  

This research investigated the pyrolysis of aluminium laminated plastic at various 

temperatures (425ºC, 450ºC, and 475ºC) using a single screw pyrolyzer to evaluate the 

effects of operating temperature on solid product yield, aluminium yield, and aluminium 

purity. The results indicate that the aluminium obtained from each experiment was still 

contaminated with carbon residue due to incomplete pyrolysis. However, the contamination 

decreased with increasing temperature. The findings show that the solid product yield 

decreased as the temperature increased, while the aluminium yield remained relatively stable 

or slightly improved. At an operating temperature of 475ºC, the process achieved the highest 

aluminium purity of 89.31% and a high aluminium yield of approximately 32%. Despite 

these results, further mechanical cleaning methods are necessary to remove residual carbon. 

Additionally, without limitations imposed by the reactor design, higher temperatures could 

potentially enable more complete pyrolysis and produce even purer aluminium products. 
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Abstract:  

 The extensive use of organic dyes in pharmaceutical, food, textile, and paint 

industries has raised significant environmental and health concerns, with some natural and 

synthetic dyes showing carcinogenic potential. Adsorption has emerged as a crucial strategy 

for organic dye removal. This research investigates the adsorption of anionic dyes using Mg-

modified mesoporous silica adsorbents. Soft template method was carried out for mesoporous 

silica preparation. To enhance adsorption capacity, magnesium was then suggested to load on 

the mesoporous silica. Congo red ( CR)  dye as an anionic dye was selected to study. The 

effects of magnesium loading, initial dye concentration, and operating time on the percentage 

of dye removal were investigated. Moreover, the characterization of sorbents was determined 

by means of N2-physisorption, X-ray diffraction analysis, Fourier transform infrared 

spectroscopy (FTIR), and the point of zero charge (pHpzc). The experiment results elucidated 

that 30%wt of magnesium loading demonstrated a high dye removal efficiency within 15 

minutes of operating time. This research contributes to the development of efficient 

adsorbents for anionic dye removal, addressing critical environmental challenges associated 

with industrial dye usage. The study provides insights into the optimization of Mg-modified 

mesoporous silica adsorbents and their performance in treating anionic dye-contaminated 

water.  

 

Introduction:  

 The fast fashion industry's rapid production cycles, driven by consumer demand for 

the latest trends, have led to significant environmental impacts. Notably, the textile industry 

contributes to approximately 20% of water pollution, primarily due to dye residues from 

manufacturing processes. These dyes pose serious threats to human health and the 

environment, including carcinogenic and mutagenic effects.1 Of particular concern are azo 

dyes, known for their phototoxicity and carcinogenic properties.2,3 Adsorption has been used 

as a preferred treatment method due to its high performance with less cost.4 This research 

addresses the critical need for effective dye removal from textile wastewater through the 

development of advanced adsorbent materials. Even though magnesium oxide nanoparticles 

express their effective dye adsorption, they challenge in separation due to their small size. 

Mesoporous silica possesses a large specific surface area and have customizable structure for 

enhanced adsorption.5,6 This research then addresses to investigate in synthesis and 

characterization of Mg-modified mesoporous silica adsorbents for improved dye adsorption 

in wastewater treatment. This research contributes to the development of more effective and 

sustainable wastewater treatment solutions for the textile industry, addressing the 

environmental challenges posed by fast fashion and rapid production cycles. The study aims 

to provide insights into the synthesis and performance of novel adsorbent materials, 

potentially leading to improved water treatment technologies and reduced environmental 

impact of textile manufacturing processes. 
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Methodology:  

Synthesis of mesoporous silica7 

 Mesoporous silica (MS) was synthesized using a soft-template method. 1.3 g of 

cetyltrimethylammonium bromide (CTAB) was dissolved in 133 mL of deionized water. 14 

mL of ethanol and 6.5 mL of ammonium hydroxide (NH4OH) were added to the previous 

solution. The solution was homogenized through stirring. After that, 4.15 mL of tetraethyl 

orthosilicate (TEOS) was added to the precursor solution and stirred at room temperature for 

2 h. Then the suspension was washed with deionized water until natural pH was achieved. 

The suspension was dried in an oven at 100 ºC. Finally, the dried powders were calcined at 

550 ºC for 3 h and designated as calcined mesoporous silica (MScal). 

 

Synthesis of Mg/MS8 

 1.3 g of cetyltrimethylammonium bromide (CTAB) was dissolved in 133 mL of 

deionized water. 0.5 g of MScal was dispersed into the CTAB solution and ultrasonicated for 

30 min. After that, 17 mL of magnesium nitrate (Mg(NO3)2) solution with a concentration of 

0.9 mol L-1 was added to the precursor solution. After stirring for 1 h., 1.3 mL of NH4OH was 

then added and stirred for 4 h at 50 ºC. Further, the suspension was washed with deionized 

water until natural pH was obtained. The suspension was dried in an oven at 100 ºC and 

labeled as 30Mg/MS.  

 

Characterization of adsorbent 

 The crystallinity of the adsorbent was analyzed using X-ray diffraction (Bruker AXS 

Model D8)  with Cu-Kα radiation at 2Ө range of 10o-80o. The specific surface area was 

determined via nitrogen physisorption (Micrometrics). The surface functional group was 

evaluated by means of Fourier Transform Infrared Spectroscopy (Thermo Scientific, Nicolet) 

in the range of 4000-400 cm-1 under atmospheric conditions. The point of zero charge (pHpzc) 

was determined by the salt addition method. 0.2 g of adsorbent was dispersed in 40 mL of 0.1 

M NaNO3 solution. After that adjust the pH of the solution to desired pH value by 0.1 M 

HNO3 and 0.1 M NaOH. The final pH of the solution was measured after shaking the solution 

overnight.  

 

Adsorption performance 

 This experimental setup allows for the determination of crucial information about the 

adsorbent's capacity. The wide range of initial concentrations (100-700 mg L⁻¹) enables 

comprehensive dye removal, while the fixed contact time of 5 h ensures the system 

approaches equilibrium. Firstly, 0.1 g of adsorbent were dispersed in 100 mL of CR solution 

with different concentrations. The pH of the sample was constant at 7. The use of UV-vis 

spectrophotometry provides accurate quantification of residual dye concentrations after 

shaking the sample for 5 h at room temperature. Dye removal percentage was calculated as: 

% Removal = [(C₀ - Cₜ) / C₀] × 100 

where C₀ and Cₜ are initial dye concentration (mg L⁻¹) and dye concentration at time t (mg 

L⁻¹), respectively. 

 

Results and Discussion:  

Characterization  

 This synthesis method employs CTAB as a structure-directing agent and TEOS as the 

silica source. The soft-template approach allows for controlled pore formation and structure 

development. The calcination step removes the organic template, creating the final 

mesoporous structure.  
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XRD analysis provides crucial information about the crystalline structure and phase 

composition of the synthesized materials. XRD patterns of MScal and 30Mg/MS were shown 

in Figure 1. It could be seen that the pattern of MScal exhibited the main peak of the (101) 

plane of silica was noticed at 23o. From the pattern of 30Mg/MS adsorbent, it can be 

elucidated the phase of MgO3-SiO2-H2O. The two amorphous peaks at 2Ө of 35o and 60o 

might associate with the formation of magnesium silicate hydrate (MSH).9,10 The formation 

of the Mg-loaded sample indicates the successful incorporation of Mg into the silica matrix, 

potentially altering the material's surface properties and adsorption characteristics. The 

presence of amorphous peaks suggests a degree of structural disorder, which may contribute 

to the material's porosity and surface area. These structural features are likely to play a 

significant role in the adsorbent's performance for dye removal applications. 

 

 
Figure 1. XRD pattern of MScal and 30Mg/MS 

 

 The textural properties of MScal and 30Mg/MS were evaluated using N2-

physisorption. The BET surface area and pore volume are shown in Table 1. A decrease in 

BET surface area was observed for 30Mg/MS compared to MScal. Mg loading resulted in 

partial coverage of the MScal surface. The pore volume of 30Mg/MS remained comparable to 

that of MScal. Mg loading did not significantly occlude or fill the pores of MScal. These 

observations suggest that the Mg loading process primarily affects the external surface of the 

mesoporous silica, rather than infiltrating the pore structure. Since the molecular size of 

Congo red could reach up to 2 nm, the mesoporous structure of MScal plays a limited role in 

adsorption process. Consequently, the removal performance might depend on the surface 

chemistry of the external surface of adsorbent. However, the mesoporous structure could 

contribute to the dispersion of CTAB and Mg.         

 

Table 1. Textural properties of adsorbents 

Adsorbent 
SBET

a
 

 (m2 g-1) 

Pore volume  

(cm3 g-1) 

Pore size  

(nm) 

MScal 197.31 0.154 2.86 

30Mg/MS 60.58 0.195 11.01 

 aBET surface area 
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 The morphologies of of MScal and 30Mg/MS were analyzed using SEM, as presented 

in Figure 2. The MScal exhibits a uniform rod-like shape, which can be attributed to the use 

of the NH4OH catalyst. This catalyst facilitates the formation of elongated CTAB micelles, 

resulting in the rod-shaped morphology of the sorbent. In contrast, 30Mg/ MS exhibits a 

flower-like structure attribute to the deposition of Mg. This morphological change leads to a 

decrease in the surface area of 30Mg/MS compared to MScal, as Mg forms predominantly on 

the external surface of MScal. However, the formation of flower-like structure increase the 

pore size, enhancing the overall porosity of the sorbent. 

 

     
Figure 2. SEM images of MScal [a] and 30Mg/MS [b] 

 

 This FTIR analysis provides crucial information about the surface chemistry of the 

synthesized materials. FTIR spectroscopy was employed to investigate the surface functional 

groups of MScal and 30Mg/MS, as shown in Figure 3. The bands at 2920 and 2850 cm-1 can 

be attributed to the C–H vibration of CTAB. The band at 1480 cm-1 ascribed to the C–H 

bending of CTAB. These bands were observed only in the spectra of 30Mg/MS. They 

disappeared in the spectra of MScal due to surfactant removal during calcination. Silica 

framework vibrations was noticed at 1230 and 1070 cm⁻¹ which represent to Si–O–Si 

asymmetric stretching, at 790 cm⁻¹ and 463 cm⁻¹ which correspond to Si–O stretching and 

Si–O bending, respectively. The peaks of Si–O–Mg vibration and Mg–O stretching, which 

are the characteristic peaks of MSH, were observed at 1028 and 462 cm-1, respectively. Shifts 

in existing silica bands were observed after Mg loading, indicating Mg incorporation into 

MScal. The observed changes in the spectra upon Mg loading confirm the successful 

modification of the mesoporous silica surface. Moreover, the bands at 1626 and 3800 to 3000 

cm-1 indicate the presence of H–O–H bending and O–H bending. These related to surface-

adsorbed water in both materials. 6,11,12 

 

a b 
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Figure 3. FTIR analysis of MScal and 30Mg/MS  

 

 The point of zero charge (pHpzc) was determined to understand the adsorption 

mechanism. As shown in Figure 4, the pHpzc values of Mg/MS and CR were found to be 9.8 

and 11, respectively. When the pH is greater than the pHpzc, the surface of the adsorbent 

exhibits a positive charge. Conversely, when the pH is less than the pHpzc, the surface of the 

adsorbent is negatively charged. By adjusting the pH of the CR solution to 7, the functional 

groups on the surface of the adsorbent (Si–O–Mg, Si–O–H) became positively charged. The 

CR, which contains sulfonate groups (R–SO3
-), is in a protonated form at this pH, allowing 

for electrostatic interaction between the sulfonate groups in CR and the protonated functional 

groups on the surface of the adsorbent (Si–O–Mg, Si–O–H).showed a protonated form that 

can provide electrostatic interaction between sulfonate group (R–SO3
-) in CR and protonated 

functional group on the surface of adsorbent (Si–O–Mg, Si–O–H).   

 

 
Figure 4. The point of zero charge of adsorbent and congo red  

 

 The experimental results demonstrated the adsorption of CR on 30Mg/MS at different 

initial concentrations (100-700 mg L⁻¹). The adsorption capacity was increased from 100 to 

591 mg g⁻¹ as the CR concentration increased from 100 to 700 mg L⁻¹, with over 99% of CR 
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being removed (Figure 5). This increase in adsorption capacity can be attributed to higher 

concentration gradient at elevated CR concentrations, which promotes the transfer of dye 

molecules to the adsorbent surface. At pH 7, the functional group of the dye exhibited a 

negative charge due to the sulfonate group (R–SO₃⁻), while the surface of the adsorbent was 

protonated, showing Si–O–H and Si–O–Mg groups. The adsorbent also contained a 

surfactant (CTA⁺) that can exhibit a positive charge, enabling electrostatic interaction 

between the adsorbent and the dye. Furthermore, the Congo red dye contains amine and azo 

groups (–NH3, N=N), which can form hydrogen bonds with the Si–O–H groups on the 

adsorbent surface.5 The incorporation of Mg onto MScal improved the adsorption 

performance through hydrogen bonding and electrostatic interactions. As shown in Figure 6, 

30Mg/MS achieved 100% removal of Congo red dye within 15 minutes of operation, 

compared to MScal. 

 

 
Figure 5. Adsorption capacity of 30Mg/MS when varying initial Congo red concentrations 

from 100 mg L-1to 700 mg L-1. Conditions: adsorbent dosage = 0.1 g, pH = 7 and time 0-5 h 
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Figure 6. Percentage of dye removal when using MScal and 30Mg/MS.  

Conditions: Initial dye concentration = 500 mg L-1, adsorbent 0.1 g, pH = 7 and time 0-5 h 

 

Conclusion:  

 This study investigates the removal of Congo red dye using MScal and 30Mg/MS as 

an adsorbent. MScal was synthesized using the soft template method, and the incorporation of 

Mg into MScal enhanced its adsorption capacity. The 30Mg/MS demonstrated a 100% 

removal efficiency and an adsorption capacity of 591 mg g⁻¹ for Congo red at an initial 

concentration of 700 mg L⁻¹ and pH 7. Analysis of the adsorption mechanism, through the 

point of zero charge studies, indicates that electrostatic interactions and hydrogen bonding 

play significant roles in the adsorption process between 30Mg/MS and the dye molecules. 
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Abstract: 

Malabar spinach (Basella Alba L. and Basella rubra L.) is a fast-growing perennial vine 

which is wildly cultivated as a cool-season vegetable. (Ajay et al. 2021) Malabar spinach or 

pak plang is to be found in every part of Thailand, particularly in marshes and humid areas of 

northern Thailand. This paper investigates the multifaceted benefits of Malabar spinach 

(Basella Alba), focusing on its economic, medicinal and environmental value. The study 

explores how Malabar spinach can be utilized in skincare products and evaluates its potential 

role in reducing global warming through improved watershed management. The findings 

reveal that Malabar spinach is rich in antioxidants, vitamins, and minerals, making it 

beneficial for skincare. Additionally, its use in watershed management could help mitigate 

soil erosion and reduce water runoff, contributing to environmental sustainability.  

Keywords: Malabar spinach, skincare products, value and beneficial, antioxidants, watershed 

management, reducing global warming  

 

Introduction:  

Thailand is one of the wealthiest and most developed countries in Southeast Asia. Field crops 

which have been planted in mountains areas for more than 50 years. Today the primary 

economic activity is agriculture of growing corn requires planting and ploughing fields, and 

making and spreading fertilizer, all activities that burn fossil fuels and emit nitrous oxide, 

another powerful pollutants and many farmers still burn their crop waste, which has resulted 

in the deforestation of large areas and the destruction of habitats, biodiversity and 

watersheds.1  An evaluation was conducted on the potential benefits of Malabar spinach in 

watershed management. This included assessing its role in reducing soil erosion and 

improving water retention in hilly and watershed areas. Malabar spinach protects soil on the 

hill, a versatile plant native to upper northern Thailand. This report examines the potential of 

Malabar spinach extracts in skincare products and their role in environmental management, 

particularly in addressing issues related to flooding and global warming;  

Ban Pong Community has been fire-free for the last 10 years. Just a five-minute walk into the 

forest is the first of the hand-built small check dams. Molded by cement and soil that are 

packed together to form its walls, these dams reduce post-fire erosion, aid in revegetation, 

and create fire breaks to reduce future risks. They also retain water to keep the village 

supplied year-round. The community has made substantial progress to protect their lifeline 

from deforestation and degradation from forest fires.2  

Malabar spinach has nutritional value and traditional medicinal uses. Malabar spinach leaves 

contain nutritional value; a good source of vitamin A and C, calcium, potassium and iron, 

with many other vitamins and minerals in lower quantities. It has over 3 times more vitamin 

 
1 https://www.bangkokpost.com/ 
2 https://iucn.org/story/202406/community-tackles-forest-fires-sustainable-forestry-northern-

thailand 
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C than spinach, and over 1.5 times more vitamin A than kale. Shoots have many medicinal 

properties, and are febrifuge, diuretic and laxative, whereas roots are used to treat diarrhea. 

Leaf poultice is applied to treat boils and sores. The purple fruit juice is used to treat eye 

infections, and as a food colorant and dye.3  However, the fresh leaves and stems of both 

Basella species are rich in protein, vitamin A, vitamin C, Ca, Fe, Mg, P, K, Na, Zn, Cu, Mn 

and Se and also having essential amino acids and flavones. (Ajeet et al. 2018) Furthermore, 

the development of value-added products from Basella rubra could significantly boost its 

market value. By emphasizing its extensive medicinal and nutritional properties, this review 

calls for increased scientific inquiry and commercialization efforts to fully exploit the 

benefits of Basella rubra. (Singh et al. 2024) Pharmacological review reveals the 

pharmacological activity and its therapeutic value of plant. The popularity of the plant was 

highly enhanced by ideological belief in the herb as a cure for multiple diseases. The detailed 

pharmacological activities of plant are thus given: (Shankul, 2013) 

 

Methodology: 

Preparation of Extract: Fresh Malabar spinach leaves were air-dried to preserve their 

bioactive compounds. The dried leaves were then processed using a rotary evaporator to 

concentrate the active ingredients and obtain a potent extract.  

Chemical Analysis: The Malabar spinach extract was analyzed using Fourier Transform 

Infrared Spectroscopy (FT-IR) to identify key chemical components and confirm the 

presence of antioxidants. Specific compounds, such as flavonoids and phenolic acids, were 

quantified to evaluate their antioxidant potential. 

 

Product Development and Testing: A skincare serum and facial mask were formulated with 

the Malabar spinach extract. The products were tested on a sample group of 40 participants. 

A questionnaire was used to assess user satisfaction and product efficacy, with data analyzed 

by taking the frequency in the category divide the frequency by the total number of results 

and multiply by 100. 

 

Expected results Malabar spinach could be a fit for farmers marketing to customers seeking 

locally grown food crops including herbs which as mountain producers to market their high 

quality mountain products especially on watershed area such as coffee, cocoa, honey. 

Demand of many customers leading to potential environmental benefits. 
 

Results and Discussion:  

Results: Nutritional and Medicinal Value: The analysis confirmed that Malabar spinach 

extract is rich in antioxidants, including flavonoids and phenolic acids. It also contains 

significant amounts of vitamins A, B, and C, as well as minerals like iron and calcium. 

Malabar spinach contains 98.7 mg. /100g vitamin C, 5% protein, 1.5% Fiber, 0.7% fat, 250.0 

mg. /100g Ca, 4.0 mg. (Maisuthisakul et al. 2008) Common chemical compounds that 

possess antioxidant activity have been characterized as vitamin C or vitamin E Thai herb 

extracts. Some herbs can be considered as good sources as natural antioxidants and 

hyperglycemia inhibitors (Krittalak et al. 2018). 

Product Efficacy: Survey results indicated that 80% of participants reported positive effects 

from using the Malabar spinach serum and facial mask, citing improvements in skin 

 
3 http://docs-do-not-link.udc.edu/causes/Fact-Sheet-Malabar-spinach-Basella-alba-is-a-

Nutritious-and-Ornamental-Plant.pdf 
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hydration and texture. The remaining 20% were neutral regarding the product’s effects to use 

0%. 

The web-based version of the Questionnaire:4   

 

Table 1.  

 

Questionnaire Sample group  Percentage 

1.It was good to use 40 80 

2.It was neutral to use 

3.It was side effect to use 

40 

  40 
20 

0 

   

 

Discussion: The study demonstrates that Malabar spinach extract is not only valuable for 

skincare due to its antioxidant and nutrient content but also has potential environmental 

benefits. By improving watershed management through increased cultivation of Malabar 

spinach, it is possible to address some aspects of global warming, such as soil erosion and 

water runoff. (Filipe, et al. 2023)  Malabar spinach plant (rain water harvesting) is the most 

effective strategy for increasing soil moisture in water-shortage zones since soil moisture 

conservation (recharging shallow aquifers) is the key to good productivity. Standardizing rain 

water harvesting (RWH) practices are urgently needed to boost water production for rain-fed, 

self-sufficient household water demands as well as agricultural for higher yield and 

productivity.5  

 

Conclusion:  

Malabar spinach offers considerable economic, medicinal and environmental benefits. Its use 

in skincare products is supported by its rich antioxidant profile, while its application in 

environmental management could help mitigate issues related to flooding and global 

warming. Future research should focus on optimizing cultivation practices and expanding the 

scope of environmental impact assessments to develop and spread Malabar spinach plant 

technologies that are more efficient and economical as alternatives, as well as to design and 

create alternative policy instruments and social institutions that support the adoption of 

Malabar spinach plant practices, there is a need to offer training and extension services. (P. 

Saco, et al. 2012) 
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Abstract:  

The utilization of ultrafine fully vulcanized powder natural rubber (UFPNR) as a 

biobased toughening agent for polylactic acid (PLA) was successfully investigated. The bio-

based filler was produced by grafting methyl methacrylate (MMA) monomer onto 

deproteinized natural rubber and vulcanized through electron beam irradiation and 

subsequent solid powder production via spray drying process to obtain MMA-grafted 

UFPNR. Interestingly, low particle aggregation and agglomeration of the UFPNR were 

obtained as confirmed by the micrographs obtained using scanning electron microscopy 

(SEM). PLA composites were prepared with varying PLA/UFPNR weight ratios (100/0, 95/5, 

90/10, and 85/15) using hot pressing. Additionally, the obtained composites were 

characterized for flexural, thermal, and viscoelastic properties. Flexural tests revealed 

outstanding toughening performance with 5-15 wt% UFPNR fillers in the PLA composites. 

Notably, the PLA composite with 5wt% UFPNR exhibited the highest flexural toughness, 

achieving a 4.5 times improvement from 2,501 kJ/m3 to 11,280 kJ/m3. For the thermal 

properties, an increase of about 14 ℃ in the thermal degradation temperature at 5% weight 

loss (Td5) was achieved with the 85/15 wt/wt composite. Additionally, the UFPNR-toughened 

PLA composites showed no adverse effects on the glass transition temperature (Tg), as the Tgs 

of the composites were comparable to that of neat PLA. Overall, these results indicated the 

high potential of the UFPNR in the toughness and thermal stability enhancement of PLA. 

 

Introduction:  

  

Natural rubber (NR) is one of the abundant agricultural products found in Thailand 

and other parts of Southeast Asia. It has a chemical structure of cis-1,4-polyisoprene and 

originates from the Brazilian Para rubber tree (sp. Hevea brasiliensis). The outstanding 

properties of NR are good heat dispersion, elasticity, resilience, abrasion resistance, and 

flexibility at cold temperatures which has been applied to many industrial applications such 

as gloves, tires, and automotive parts. Nevertheless, there are some undesirable properties 

such as hydrophobicity, heat sensitivity, and low tensile strength. There are many chemical 

modification techniques for improving NR properties, for example, halogenation1, 

hydrogenation2, epoxidation3, and graft copolymerization4,5. Among these techniques, graft 

copolymerization is a feasible and efficient technique for rubber modification. The procedure 

commenced by grafting different vinyl monomer onto natural rubber to modify the NR 

properties, for example, styrene (St) for improving thermal stability6, methyl methacrylate 

(MMA) for thermal and damping enhancement4, and poly(N-vinyl caprolactam) for thermo-
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responsive property7. Additionally, adding vinyl monomer onto NR form a core-shell 

structure as the rigidity of the shell from monomer covers the rubber core and improved the 

compatibility with polymer matrix8,9.  

Ultra-fine full vulcanized powdered rubber (UFPR) is a crosslinked rubber induced by 

irradiation and is produced powder by spray drying, the size of rubber particles are 

approximately 100 nm. Its advantages are not only improved the toughness but also enhanced 

thermal property of polymer matrix10,11. Recently, many research focused on NR 

modification instead of using synthetic rubber, for example, Lin et al12 conducted a research 

on reduce the aggregation of NR by using a coagent, ditrimethylol propane tetraacrylate 

(DTMPTA). Their results showed an enhancement in the vulcanization efficiency which was 

confirmed by the low swelling property and the high crosslinking density. Furthermore, the 

particles size can be reduced to as small as 3.6 ± 1.1 µm compared to unirradiated NR with 

the sizes of 2-10 µm13approximately. Rimdusit et al14 studied on the vulcanization of graft-

copolymerization onto NR using St monomer to reduce the tackiness and improve solvent 

resistance and thermal property. Their results showed less particles agglomeration because of 

high crosslinking network formation which was confirmed by the decreased swelling ratios. 

The size of particles were obtained at 5.95±3.03 µm with irradiation dose of 300 kGy. 

According to research, irradiation induced crosslinking on NR is an efficient method for 

modifying the intrinsic nature of NR, large particles size and stickiness. In contrast, the 

particles size tends to increase with the addition of monomer by graft-copolymerization.  

Conventional plastic, such as polyethylene terephthalate, polyvinyl chloride, 

polystyrene, causes long degradation time, high energy decomposition, and high carbon 

emissions which damages both environment and living organisms15. These plastics are the 

outcome of many applications such as food containers, piping, styrofoam in which Asian 

countries were accounted for 60% of total plastic pollution of global marine16. To address 

such problems, biodegradable polymers are selected as an alternative strategy to replace 

petroleum-based materials and one of outstanding materials in term of processibility and 

mechanical properties was polylactic acid (PLA). PLA, derived from biomass sources such as 

sugar, corn, beet, makes it a useful application that is related to biocompatibility and 

biodegradability. It is a thermoplastic polyester that is applied in packaging, medical devices, 

and automotive parts8,17. However, the brittleness posed a significant challenge for utilizing 

in applications which led to many research involving on improve this disadvantage such as 

blending with other polymer18, blending with elastomer17, and reinforcement19. Among these 

techniques, blending elastomer is a direct approach and simple technique for improving 

toughness. Graft-copolymerization using vinyl monomer onto DPNR to improve and 

functionalize the surface property to enhance interfacial interaction of targeted polymer and 

was further subsequently produce UFPR to improve dispersion in polymer matrix, especially 

MMA monomer that compatible with PLA20.  

 This research focuses on enhancing the toughness of PLA by incorporating ultrafine 

fully vulcanized powdered natural rubber (UFPNR) as filler. Furthermore, the effects of 

UFPNR content on the mechanical and thermal properties of PLA were evaluated, the 

recorded results suggests that the utilization of the UFPNR as filler in PLA goes beyond 

significant improvement in toughness and retain the intrinsic thermal properties of the 

composites.  
 

Methodology:  

Preparation of Deproteinized natural rubber grafted with polymethyl methacrylate (DPNR-g-

PMMA)  

 The preparation methods of NR-g-PMMA was performed according to literature as 

reported by Nguyen et al.4 and Kochthongrasamee et al.5 Methyl methacrylate monomer was 
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extracted with 10 wt% NaOH solution and washed with de-ionized water until neutral, and 

dried with MgSO4·7H2O to remove inhibitor. Graft-copolymerization conducted in a 500 cm3 

(1000 mL) glass reactor and equipped with a mechanical stirrer above water bath. 

Deproteinized natural rubber latex (DPNR, 60% dry rubber content (DRC)) was diluted to 

30% DRC with deionized water (DI water) and 0.8 wt% sodium dodecyl sulfate solution 

(emulsifier) and stirred for 5 min. After that, feeding N2 gas into DPNR latex and stirring at 

400 rpm for 1 hour to remove the dissolved oxygen while set temperature at 50 ℃. 

Tetraethylene pentaamine (TEPA) and tert-butyl hydroperoxide (TBHPO) (redox initiator, 

with 1:1 mol ratio) were added at 0.5 phr (parts per hundreds of dry rubbers) to initiate 

grafting reaction and followed by adding MMA monomer. The reaction was kept for 6 hours 

to obtain deproteinized natural rubber grafted with methyl methacrylate (DPNR-g-PMMA). 

Graft copolymerization recipe showed in Table1.  

 

Ingredients 
aSDS (wt%) 

bTEPA:TBHPO  

(1:1 mole ratio, phr) 

cMMA (phr) 

DPNR-g-PMMA5 

0.8 0.5 

5 

DPNR-g-PMMA10 10 

DPNR-g-PMMA15 15 

DPNR-g-PMMA20 20 
a Sodium dodecyl sulfate 
b Tetraethylene pentaamine: Tert-butyl hydroperoxide 
c Methyl methacrylate monomer 

 

E-beam irradiation onto NR-g-PMMA and spray drying 

 The DPNR-g-PMMA latex was diluted to 20% DRC and added ditrimethylol propane 

tetraacrylate (DTMPTA) at 3 phr. The latex was stirred for 10 min and carried with 

Tupperware as container before subjecting to crosslink via e-beam irradiation. E-beam 

irradiation condition is 10 MeV of electron energy, beam power of 50 kW with irradiation 

dose at 300 kGy. The crosslinked latex was sprayed by the spray dryer to produce ultrafine 

fully powder natural rubber grafted polymethyl methacrylate (UFPNR-g-PMMA) with the 

following condition: inlet temperature 150 ℃, 7 mL/min feed flow rate, and 500 L/h air flow 

rate.  

 

Preparation of PLA/UFPNR composites  

 Polylactic acid (PLA) granules and the synthesized UFPNR-g-PMMA were dried in 

oven 80 ℃ for 24 hours to eliminate the moisture before using. The dried PLA was blended 

with various UFPNR contents (0, 5, 10, and 15 wt%) by using an internal mixer at 50 rpm, 

180 ℃ for 5 min until homogeneous mixture21. The respective homogenous formulations 

were poured into molds to produce the PLA/UFPNR composites (100/0, 95/5, 90/10, and 

85/15) by hot press molding at 190 ℃, 60 bar for 1 min, followed by cooldown at room 

temperature in atmospheric pressure.  
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Scheme 1. Diagram of UFPNR production and fabrication of PLA/UFPNR composite. 

  

Characterization of the PLA/UFPNR composites 

 Flexural test was carried out under three-point bending mode using INSTRON 5567 

universal testing machine (1 kN load cell, Norwood, USA). The PLA/UFPNR composites 

were prepared according to ASTM D790 standard22. The specimen dimensions were 90 mm х 

12.7 mm х 3.00 mm with a span to depth ratio of 16 at room temperature (23 ℃).   

 

Thermogravimetric analysis (TGA) was performed using a thermogravimetric 

analyzer (model TGA1 Module Mettler-Toledo, Thailand). The tests were conducted by 

heating from 30 to 600 ℃ with heating rate of 20 ℃/min under N2 atmosphere (feeding rate 

50 cm3/min).   

 

 Viscoelastic property, i.e. the glass transition temperature (Tg) of PLA/UFPNR 

composite were determined using dynamic mechanical analysis (DMA) (model DMA1, 

Mettler Toledo, Switzerland) at 1 Hz and 3 ℃/min using a dual cantilever mode. The 

dimensions of the test specimen were 20.4 mm х 10 mm х 2 mm. The testing temperature 

was in the range of 30 to 100 ℃8.  

   

Results and Discussion:  

A. Morphology of UFPNR-g-PMMA 

 The obtained UFPNR morphology after irradiation induced crosslinking with e-beam 

irradiation are shown in Figure 2.  As can be seen in Figure 2a, UFPNR-g-PMMA has a 

yellowish color with a fine particle and showed less aggregation. Furthermore, the histogram 

measured from 100 particles size showed an average particle size of 4.86 ± 2.73 µm. In 

Figure 2b, the morphological structure of UFPNR-g-PMMA was recorded by SEM. In 

general, NR has a high molecular weight with high variation in particle size distribution that 

resulting in the stickiness and uniqueness of this material. However, the large particles size 

could be reduced by grafting monomer to form the shell layer onto NR and was further 

vulcanized by irradiation4.   
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Figure 1. UFPNR particles produced from crosslinked rubber a.) Physical appearance and the 

particles size distribution b.) Scanning electron micrograph of UFPNR (DPNR-g-PMMA). 

 

B. Flexural properties of the PLA/UFPNR composites 

 The detail of flexural stress-strain curve of PLA/UFPNR composites (100/0, 95/5, 

90/10, and 85/15 wt/wt) is depicted in Figure 2 (a), while the numerical data is presented in 

Table 1. It was observed that neat PLA exhibits brittle behavior, with a flexural strength of 

approximately 102 MPa, a flexural modulus of 3.3 GPa, and a flexural strain of about 4.1%. 

In contrast, incorporating UFPNR into the PLA matrix increased flexural strain while 

decreasing both flexural strength and modulus because the presence of stress concentrator-

UFPNRs helped reduce stress concentration points within the polymer matrix, inducing 

ductility in the PLA composite. This led to a significant enhancement in flexural toughness, 

increasing from 2,501 kJ/m3 in neat PLA to around 11,280 kJ/m3 with the addition of only 5 

wt% UFPNR. Furthermore, Figure 2(b-e) confirms the ductile behavior of the composites, as 

evidenced by the whitening zone observed on the surface of the specimens at the bending 

point17. However, the flexural toughness of the composites decreased to 10,104 kJ/m3 and 

8,659 kJ/m3 with an increase in UFPNR content to 10 and 15 wt%, respectively. This decline 

is attributed to the excessive UFPNR content, which exceeded the optimal balance point for 

the flexural properties.  
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Figure 2. Flexural stress-strain curve of (a) PLA/ UFPNR at  

various rubber content and photograph of PLA/UFPNR at ratio of (b) 100/0, (c) 95/5, (d) 

90/10, and (e) 85/15 wt/wt. 

 

Table 1. Mechanical properties of PLA and PLA/UFPNR at different composition. 

Formula (wt/wt)a Flexural 

Strength  

(MPa)b 

Flexural 

Strain  

(%) 

Flexural 

Modulus 

(GPa)b 

Toughness 

(kJ/m3)c 

Neat PLA  

(100/0) 

102±3 4.1±1.0 3.3±0.2 2501±652 

PLA/UFPNR  

(95/5) 

92±0 16.1±2.0 3.2±0 11280±1522 

PLA/UFPNR 

(90/10) 

65±6 20.9±1.7 1.8±0.1 10104±1673 

PLA/UFPNR 

(85/15) 

49±2 23.5±1.9 1.3±0.2 8659±1261 

a Weight per Weight ratio 
b Gigapascal 
c Kilojoules per cubic meter (calculate from the area under the stress-strain area) 

 

C. Thermal stability of the PLA/UFPNR composite 

 In this work, thermal stability of the PLA/UFPNR composites in term of degradation 

temperature at 5%wt loss (Td5) was examined. The detail of TGA curve of PLA/UFPNR at 

different composition (100/0, 95/5, 90/10, and 85/15 wt/wt) and UFPNR is shown in Figure 

3, while the numerical data is presented in Table 2. The TGA thermograms showed Td5 

values of 343 ℃ for UFPNR and 312 ℃ for neat PLA. Addition of UFPNR into PLA 

enhanced the thermal stability of the PLA/UFPNR composites, with Td5 increasing to 314, 

324, and 326 ℃ with the addition of 5, 10, 15wt% UFPNR, respectively. This improvement 

followed the rule of mixtures. Generally, a conventional PLA/elastomer blend exhibit 

reduced thermal stability due to the low thermal stability of elastomer materials23,24. 

However, in this work demonstrated enhanced Td5 of PLA composites, attributed to their 

inherent two-phase system25,26.  

777



 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

100 200 300 400 500 600
0

20

40

60

80

100
R

e
s
id

u
a
l 
W

e
ig

h
t 

(%
)

Temperature (oC)

 UFPNR

 Neat PLA

 PLA/UFPNR 95/5 wt/wt

 PLA/UFPNR 90/10 wt/wt

 PLA/UFPNR 85/15 wt/wt

 
Figure 3. Thermal degradation of UFPNR, PLA, and PLA/UFPNR. 

Table 2.  

TGA thermogram of UFPNR, PLA, and PLA/UFPNR. 

Formula (wt/wt)a Degradation 

Temperature at 

5 wt% loss (Td5, 

℃) 

Residue Weight 

at 600 ℃ (%) 

UFPNR 343 1.0 

Neat PLA 

 (100/0) 

312 3.6 

PLA/UFPNR  

(95/5) 

314 3.2 

PLA/UFPNR 

(90/10) 

324 3.4 

PLA/UFPNR 

(85/15) 

326 3.6 

a Weight per weight ratio  

 

D. Viscoelastic property of the PLA/UFPNR composites 

 PLA/UFPNR composites were evaluated their viscoelastic properties by dynamic 

mechanical analyzer. Storage modulus is the ability of material to store energy elastically 

which is used to determine the stiffness of material at varying temperatures. As depicted in 

Figure 4 (a), neat PLA shows the highest storage modulus value and decreases as the UFPNR 

content increases. These results are associated to low modulus values of the UFPNR. As 

incorporating high content of UFPNR, the storage modulus decreased slightly at 5wt%. In 

contrast, a significant decrease in storage modulus was presented after addition more than 

15wt% of PLA/UFPNR composite27. This behavior could be accounted to rubber-toughening 
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system in which the rubber parts dominate over the polymer matrix, hence reduce the 

thermos-mechanical properties beyond 15 wt% of UFPNR.   

 Tan δ is generally used to measure the glass transition temperature (Tg) of materials 

and is determined by the fraction between loss modulus and storage modulus or damping28. 

The values of PLA at varying UFPNR content are shown in Table 3. According to Figure 4 

(b), all ratio of PLA/UFPNR composite showed the Tg in a range of 65-67 ℃ indicating no 

interaction between PLA and UFPNR. These results confirmed that incorporating of UFPNR 

into PLA doesn’t negatively affect the Tg of PLA composite. 

 
Figure 4. Storage modulus (a) and Tan δ (b) of PLA and PLA/UFPNR composites. 

Table 3.  

TGA thermogram of UFPNR, PLA, and PLA/UFPNR. 

Formula (wt/wt)a Storage 

Modulus (MPa) 

Tg (℃) 

Neat PLA  

(100/0) 

2005 67 

PLA/UFPNR  

(95/5) 

1959 66 

PLA/UFPNR 

(90/10) 

1792 67 

PLA/UFPNR 

(85/15) 

1551 65 

   
a Weight per weight ratio 

  

Conclusion:  

 The ultrafine fully vulcanized powder natural rubber (UFPNR-g-PMMA) was 

successfully prepared and achieved. According to the flexural results, flexural toughness was 

continuously increased with incorporating UFPNR only at 5-15 wt%, representing the good 

toughening efficiency at low filler loading. Moreover, findings reveal that the utilization of 

the UFPNR as a filler in the composite has significantly toughened the PLA. Flexural 

toughness of neat PLA was increased from 2501±652 kJ/m3 to 11280±1522 kJ/m3 with the 

addition of only adding 5 wt% of UFPNR-g-PMMA (ca. 4.5-fold improvement). Also, 

improvement in the thermal stability of the composites have been achieved, Td5 of 

PLA/UFPNR composites from 312 ℃ of that neat PLA to 326 ℃, while the addition doesn’t 

negatively affect the Tg of PLA. These results demonstrate the potential of using the UFPNR-

g-PMMA as a toughening filler in rigid polymers. 
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Abstract:  

Water and soil are the main factors affecting agriculture, contributing to worldwide 

economic development. According to the latest data, the world's significant economic crops, 

such as rice, will decrease production by 35-40%. This decline is attributed to factors such as 

poor-quality water and soil. In addition, ineffective agricultural management, for example, 

the leaching of fertilizers into water sources, has led to excessive nitrate and phosphate levels 

in water bodies, resulting in eutrophication phenomena. The project development team is 

inspired to innovate an automatic 2-in-1 detection prototype using nitrate (NO3
-) and 

phosphate (PO4
3-) as test samples. This innovation is intended for agricultural and 

environmental applications, integrating colorimetric analysis and light absorption. The team 

utilizes the Griess reaction for nitrate and the molybdenum blue reaction for phosphate for the 

colorimetric analysis. The maximum absorbance wavelengths (𝜆max) were determined to be 

390.6 nm and 830.8 nm, respectively. Calibration curves provide R-square values exceeding 

0.99 for both reactions. In the prototype, blue (460 nm) and red (620 nm) LEDs are selected 

to measure light absorbance for nitrate and phosphate analysis using an RGB measure the 

light absorbance for nitrate and phosphate analysis. Compared to standard spectrophotometer, 

this is more affordable and convenient than conventional test kits. This facilitates the 

development of cultivation techniques, including fertilizing with an appropriate quantity of N 

and P.  

 
Keywords: Colorimetric Analysis; Nitrate; Phosphate; Substances Assessment Model; 
Colorimetric Analysis. 
 

Introduction:  

 Water and soil are natural resources consisting of inorganic and organic matter. In 

soil, plant nutrients are positive ions (cations) and negative ions (anions). Nutrients are 

crucial for plant growth and agricultural productivity. These nutrients are classified based on 

the quantity's plants need: macronutrients, which are required in large amounts, and 

micronutrients, which are needed in smaller amounts. For instance, macronutrients include 

potassium ions (K+), calcium ions (Ca²+), magnesium ions (Mg²+), nitrate (NO₃-), and 

phosphate (PO₄³-).  

Due to their essential roles in plant nutrition, Nitrate (NO₃⁻) and phosphate (PO₄³⁻) are 

widely used to indicate the soil and water quality using the colorimetric method. Nitrate is a 

key component in the synthesis of proteins, which are crucial for metabolism and vegetative 

growth. Phosphate is integral to energy transfer in plants and is also a component of nucleic 

acids. A deficiency of these minerals in the soil can adversely affect plant growth and crop 

yields (Silva, J. A., & Uchida, R. S., 2000). Nevertheless, the excessive presence of these 

ions in the water bodies can lead to eutrophication, a phenomenon where nutrients cause the 

rapid growth of algae. This algal bloom depletes oxygen levels (dead zone), harms aquatic 

life, and changes biodiversity (Chislock et al., 2013). 
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The conventional laboratory tests and testing kits are expensive, inconvenient, time-

consuming, and produce low-accuracy results. In colorimetric reactions, the intensity of the 

produced colors varies based on the concentration of the ions present. The light absorbance 

value will be utilized to determine the concentration. The Griess Reagent is employed to 

detect nitrite (NO₂⁻) by converting nitrate (NO₃⁻) into nitrite (NO₂⁻) via reduction, which 

produces a yellow-colored compound. The molybdenum blue (MB) reaction is incorporated 

to detect phosphate (PO₄³⁻), which produces a blue-colored compound. This research focuses 

on the development of AgriSense, an apparatus designed to automatically detect nitrate 

(NO₃⁻) and phosphate (PO₄³⁻) concentrations in soil and water. 

 

Methodology:  

Nitrate Colorimetric Analysis:  

A reagent mixture was prepared containing 0.05 M Potassium Nitrate (KNO₃), saturated 

Sulfanilic acid (C₆H₇NO₃S), 6 M Hydrochloric acid (HCl), and Zinc powder. Additionally, a 

reagent of 0.1 M Naphthalene (C₁₀H₈) in Cyclohexane (C₆H₁₂) was prepared. The prepared 

reagents were then mixed with Potassium Nitrate (KNO₃) solutions of varying 

concentrations, resulting in a yellow-colored solution. The solution was subsequently 

transferred to a cuvette for absorbance measurements using a SpectroVis® Plus 

spectrophotometer, within the wavelength range of 350 nm to 900 nm, to determine the 

maximum absorbance wavelength (λmax). 

 

Phosphate Colorimetric Analysis:  

A reagent mixture was prepared containing 14 mM Sodium Molybdate (Na₂MoO₄) and 0.5 M 

Sulfuric Acid (H₂SO₄). Additionally, a reagent of 54 mM Dehydroascorbic Acid (C₆H₈O₆) 

was prepared. These reagents were then mixed with Sodium Orthophosphate (Na₃PO₄) 

solutions of varying concentrations, resulting in a blue-colored product. The solution was 

subsequently transferred to a cuvette for absorbance measurement using a SpectroVis® Plus 

spectrophotometer in the wavelength range of 350 nm to 900 nm to determine the maximum 

absorbance wavelength (λmax). 

 

Pump Calibration:  

The peristalsis pump in the AgriSense was calibrated to determine the flow rate, measured in 

mL/s, which is crucial for pump operation timing via a relay module connected to an ESP32 

board. A circuit consisting of a peristalsis pump, a battery, and a switch was assembled. The 

time required for the pump to fill volumetric flasks of different volume (10, 20, 50, and 100 

mL) was recorded. From this data, the flow rate was calculated and used to optimize the 

subsequent coding process for accurate liquid dispensing. 

 

Prototype Development:  

The AgriSense was designed using Onshape, incorporating a variety of materials and 

components. These include a 4 cm thick acrylic sheet, a 4 cm thick plywood piece, and PLA 

material for 3D-printed components. The system is equipped with several key components: a 

28BYJ-48 stepper motor with a ULN2003 driver module, a TCS3200 RGB sensor module, a 

10 mm RGB LED, a 49E hall sensor, a 12 mm neodymium magnet, a 2x16 LCD display, and 

four peristaltic pumps connected to 3 mm internal diameter tubing. Four chemical containers 

were integrated to support the apparatus's chemical reactions. 
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Figure 1. 

The Prototypes development 
 

Calibration Curve Evaluation:  

Different concentrations of nitrate and phosphate samples are prepared for testing in the 

AgriSense apparatus. The according reagent is then added to the sample with a reaction wait 

time of 2 minutes. The sample is then inserted into the innovation to evaluate the RGB value. 

The transmittance was calculated and later converted to absorbance using Equation (1) and 

Equation (2). By plotting the absorbance value at the maximum absorbance wavelength (λmax) 

versus RGB LED peak wavelength (λLED), the linear correlation is then verified. The 

wavelength λLED is, therefore, suitable to be used instead of λmax. The range of peak 

wavelength in RGB LED and RGB sensor are examined in datasheets to match each other, 

ensuring the highest absorbance evaluation sensitivity. Next, different concentrations of 

samples of nitrate and phosphate are evaluated respectively. After recording the data, the 

calibration curve is constructed by plotting linear graphs with concentration on the x-axis and 

absorbance value on the y-axis. 

 

   (1) 

 

   (2) 

 

Innovation Procedure: 

Upon initiation in Fig 3A, the stepper motor rotates to align to the 0-degree disc position 

utilizing a maximum magnetic flux measurement in Fig 3B, configuring the system for the 

introduction of a sample. The user prepares a 1 mL sample of the substance to be evaluated in 

a cuvette. The user then inserts a sample cuvette into a cuvette disc shown in Fig 3C. Next, 

the user is required to press the number pad to select the according cuvette position. The disc 

then rotates to align the inserted cuvette to the 0-degree disc position. Consequently, the user 

selects the mode of ions to be tested via the number pad. The cuvette disc then rotates to add 

reagents for either nitrate or phosphate detection in Fig 3E and 3F. For nitrate detection, a 

460 nm blue RGB LED is utilized to measure the RGB value of the sample. For phosphate 

detection, a 620 nm red RGB LED is utilized to measure the RGB value of the sample. By 

inputting the absorbance value into the equation from the previous calibration curve, the 

concentration of the sample is calculated and shown on the LCD screen in Fig 3G and 3H. 
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Figure 3. 

The process of Innovation 

 

Accuracy Test:  

The coefficient of determination, or R-squared, is used to validate the linearity of the 

Absorbance-Concentration and λmax-λLED relationship. The absorbance values at λLED from the 

standard spectrophotometer and the innovation are recorded upon testing the innovation. Root 

Mean Squared and Average Percentage Error are then performed on the data.   

 

Results and Discussion:  

Nitrate Colorimetric Analysis: 

Seven different concentrations of Potassium Nitrate, 8, 16, 40, 80, 120, 160, and 200 μM, 

were tested following the typical nitrate component in soil. The R-squared value of the 

absorbance value measured at 390.6 nm is 0.995 in Fig 4b. At the maximum absorbance 

wavelength (λmax), this precision ensures the reproducibility of the reaction.  

 

      Figure 4. 

Nitrate analysis result: a) Absorbance curve b) Standard curve  

c) Solution in different concentrations 

 

Phosphate Colorimetric Analysis:  

Seven different concentrations of Sodium Orthophosphate, 2.625, 5.25, 10.5, 21, 42, 63 and 

84 mM, were evaluated according to the typical phosphate component in soil. The R-squared 
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value of the absorbance value measured at 830.6 nm is 0.993 in Fig 5b. At the maximum 

absorbance wavelength(λmax), this precision ensures the 

reproducibility of the reaction. 

 

Figure 5. 

Phosphate analysis result: a) Absorbance curve b) Standard curve  

c) Solution in different concentrations 

 

Pump Calibration:  

We conducted a calibration of the peristaltic pump used in the innovation device to determine 

standard values for controlling the pump's flow using Arduino. The experiment involved 

filling water into volumetric flasks and measuring the time taken to fill the water up to the 

flask's marked line. Four different flask volumes were used: 10, 25, 50, and 100 mL, with 

each volume measurement repeated three times to obtain average times. The results were 

plotted on a graph illustrating the relationship between time (seconds) and the volume of the 

volumetric flasks (mL), yielding a standard flow rate of 1.688 mL/s derived from the graph's 

slope. The R-square value of 1.000 indicates the high accuracy of the pump used for 

dispensing substances in the innovation device. 

 
Figure 6. 

Graph of water pump calibration 

The study of absorbance values at the wavelengths of LED light: From the study of the 

relationship between absorbance data at the maximum absorption wavelength (λmax) and the 
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wavelength used in the innovation, it was found that for nitrate: 390 nm vs. 460 nm and 

phosphate: 830 nm vs. 660 nm, the data exhibited a linear relationship with R-squared values 

as high as 0.9994 and 0.9980, respectively. This indicates a strong correlation, suggesting that 

wavelengths other than the maximum absorption wavelength can be effectively used to 

determine concentrations. 

  

Figure 7. 

Graph showing the relationship of absorbance values at the wavelength range of 830 nm 

compared to 620 nm (using a red LED light) 

 

Figure 8. 

Graph showing the relationship of absorbance values at the wavelength range of 390 nm 

compared to 460 nm (using a blue LED light) 

 

Prototype Accuracy: 

Our device was compared for measuring light absorbance at two different wavelengths based 

on the reactions used to determine concentration 460 nm for nitrate reactions and 620 nm for 

phosphate reactions—it was found that the team's device had a percentage error ranging from 

3% to 7%. This indicates that the innovation in this project has an average efficiency of 95% 

when compared to a spectrophotometer. 
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Figure 9. 

Graph comparing absorbance values at 460 nm measured by a spectrophotometer and by the 

innovation device. 

 

Figure 10. 

Graph comparing absorbance values at 620 nm measured by a spectrophotometer and by the 

innovation device. 

 
Figure 11. 

Final Prototype 
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Conclusion:  

The development and testing of the innovation presented in this study demonstrates a 

significant advancement in cost-effective and efficient methods for colorimetric analysis of 

nitrate (NO3-) and phosphate (PO4
3-) ions. By utilizing RGB sensors in conjunction with an 

ESP32 controller, this innovative device successfully measures absorbance at specific 

wavelengths, allowing for the precise determination of ion concentrations. The choice of 

wavelengths—390 nm for nitrate and 830 nm for phosphate—corresponds to the optimal 

absorption peaks identified through rigorous experimentation using traditional 

spectrophotometry. 

The data reveals a strong linear correlation between absorbance and concentration at 

these wavelengths, with R-square values of 0.9952 and 0.9925 for nitrate and phosphate, 

respectively. This high degree of correlation confirms the accuracy and reliability of the 

innovation in analyzing these critical ions. 
To accommodate the limitations of the RGB sensor, which operates at non-peak 

wavelengths (460 nm for blue and 620 nm for red LEDs), further analysis was conducted to 

evaluate the relationship between absorbance and concentration at these alternative 

wavelengths. Remarkably, the results showed that the linear correlation remained strong, with 

R-square values above 0.99 for both ions, thus validating the feasibility of using these 

alternative wavelengths for accurate concentration measurements. 
The innovation's peristaltic pump, crucial for the precise delivery of reagents, was 

also rigorously tested. The pump exhibited exceptional accuracy with an R-square value of 

1.00 and a flow rate of 1.688 mL/s, ensuring the reliability of reagent addition during 

analysis. 
In comparison with a spectrophotometer, the innovation achieved an overall accuracy 

of approximately 95%, with a 3% error in nitrate measurement and a 7% error in phosphate 

measurement. These findings highlight the innovation's effectiveness as a viable alternative 

to more expensive spectrophotometric equipment, offering comparable performance at a 

fraction of the cost. 
In conclusion, the prototype innovation developed in this project represents a 

significant step forward in the field of colorimetric analysis, providing a practical, low-cost 

solution for the accurate detection and quantification of nitrate and phosphate ions. The 

successful application of this device underscores its potential for broader use in 

environmental monitoring and agricultural applications, where maintaining nutrient balance 

is essential for ecosystem health and productivity. Future work will focus on further 

refinement and expansion of the device's capabilities to include additional analytes and 

improve user accessibility. 
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Abstract:  
This study aimed to investigate the effects of fermented soybean powder (FSB) on rats fed a 
high-fat diet (HFD). During the first 4 weeks, HFD-fed rats exhibited a significant increase in 
fasting blood glucose levels compared to normal rats (P<0.05). FSB was administered at doses 
of 100 and 1,000 mg/kg body weight for the subsequent 4 weeks. HFD-fed rats showed a 
significant increase in final body weight compared to normal rats (P<0.05). In contrast, serum 
triglyceride levels in HFD-fed rats were significantly lower than in normal rats (P<0.05). 
Although FSB administration slightly increased serum triglyceride levels compared to HFD-
only rats, the difference was not statistically significant. Additionally, total cholesterol levels 
in HFD-fed rats treated with FSB were significantly lower than those in HFD-only rats 
(P<0.05). Interestingly, HFD-fed rats exhibited a significant increase in LDL-cholesterol 
compared to normal rats (P<0.05), while FSB administration significantly reduced LDL-
cholesterol levels in HFD-fed rats (P<0.05). HFD-fed rats also showed a significant increase 
in serum ALT levels compared to normal rats (P<0.05); however, FSB administration did not 
significantly increase serum ALT or AST levels. Therefore, FSB treatment may alleviate serum 
lipid levels in HFD-fed rats without inducing hepatotoxicity. In conclusion, fermented soybean 
powder demonstrated a cholesterol-lowering effect in rats fed a high-fat diet. 
 
Introduction:  
Nowadays, the dietary risk factors are a particular concern that cause non-communicable 
diseases remain the most cause of premature morbidity and mortality1. High fat diet (HFD) 
increases the risk of several non-communicable diseases (NCDs) such as hypertension, diabetes 
type 2, dyslipidemia and cancer2,3. High fat accumulation in adipose tissue resulted in insulin 
resistance leading to stable hyperglycemia overtime4,5,6,7. Moreover, high blood sugar level is 
a key factor that causes dyslipidemia because of insulin resistance. In addition, dyslipidemia 
can lead to a change liver metabolism and can damage the liver8. The body weight control or 
use functional food might improve serum lipid level in high fat diet condition. The production 
and consumption of fermented soybean are widespread in asia9. Several fermented soybean 
products such as natto, cheonggukjang and tempeh could decrease lipid accumulation and 
showed hypoglycemic activity in rats fed with high fat diet10,11. It exhibits the ability to reduce 
total cholesterol and LDL-cholesterol12,13. Moreover, it decreases the levels of LDL-cholesterol 
in high-fat-diet-induced obese rat14. In this study, fermented soybean, Thai Lanna food was 
used for testing our hypothesis. Therefore, the effect of fermented soybean powder on lipid 
accumulation, blood sugar level, lipid profile change in rats received high fat diet (HFD) was 
investigated. 
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Methodology:  
Preparation of fermented soybean powder (FSB) Soybean from Thanya Farm Company 
limited; Thailand was purchased. Dried soybean was soaked and boiled. The cooled down 
soybean was then naturally fermented for 3 days according to Thua-nao production. The 50 ºC 
dried-fermented soybean was finely grinded, and then suspended in distilled water at 
concentration 25 mg/ml and 250 mg/ml for feeding to rat experiment at concentration 100 
mg/kg.bw and 1,000 mg/kg.bw, respectively. 
 
Animal experiment protocol Eight-week-old male Wistar rats with 250-300 g were obtained 
from the Nomura Siam international company limited, Thailand. The protocol of animal 
experiment was approved by animal ethics committee; Faculty of Medicine, Chiang Mai 
University. Total 40 rats, 10 of them were randomly selected for normal control group with 
standard laboratory chow throughout the experiment. To produce high fat diet (HFD) induced 
obese rats, other 30 rats were fed with high fat diet containing 50% calories from fat. After 4 
weeks, rats were divided to 2 conditions rats’ model. Normal rats in group 1, were received 
normal diet and distilled water, whereas HFD rats in group 2-4 were received high fat diet and 
orally fed distilled water (group 2), 100 mg/kg.bw FSB (group 3) and 1,000 mg/kg.bw FSB 
(group 4), respectively for 4 weeks. The bodyweight and fasting blood glucose level were 
recorded weekly using digital balance and glucometer (Easy G, OPTIMA, Taiwan). On week 
9, all rats were fasted, measured for final bodyweight and then sacrificed. After sacrifice, blood 
samples were collected for measurement of serum lipid and liver function test. 
 
Measurement of serum lipid and liver function All serum samples from rats were subjected to 
measure for triglyceride, total cholesterol, low-density lipoprotein (LDL)-cholesterol, aspartate 
transaminase (AST) and alanine transaminase (ALT) at central laboratory of Maharaj Nakorn 
Chiang Mai Hospital, Faculty of medicine, Chiang Mai University. 
 
Statistical analysis: All calculations were done using Microsoft Excel version 2013 and 
presented as mean ± standard deviation (SD). Statistical significance in all data were 
determined by one-way ANOVA followed by Turkey’s multiple, while student’s t-test was 
used to compare the difference between two experimental groups using GraphPad Prism 
software version 9. P<0.05 was considered statistically significant. 
 
Results and Discussion:  
 
Effect of FSB on body weight and blood glucose level in HFD rats  
 The effect of FSB on final bodyweight and fasting blood glucose level is presented in 
Figure 1. The results showed that final bodyweight was significantly higher in HFD control 
group (533.33 ± 35.62 g) than in normal control group (492.78 ± 25. g). On the other hand, 
HFD treated rats with FSB group showed similar final bodyweight to HFD control group 
(P>0.05). Fasting blood glucose was significantly higher in HFD control group than in the 
normal control group (P<0.05) while in the HFD treated with FSB group (group 3 and 4) 
showed slightly higher than HFD control group in week 5-7(P>0.05), whereas HFD treatment 
with FSB at 100 mg/kg.bw group (124.56 ± 5.96 mg/dl) was significantly higher than HFD 
control group only on week 8 (P<0.05). Therefore, the treatment of FSB might affect the food 
and calories consumption   in HFD-treated rats. Several research have indicated that rats 
received high fat diet develop overweight conditions and elevated fasting blood glucose level 
within 4 weeks15,16. In this study, HFD rats showed that initiation phase of obesity and insulin 
resistance, however, a longer duration may be necessary to induce more pronounced obesity 
and insulin resistance, which we plan to investigate further. High-fat diet consumption can lead 
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to an increase in fasting blood glucose in HFD-treated rats. Unfortunately, the administration 
of FSB in HFD rats resulted in a slight increase in fasting blood sugar during weeks 7 and 8. 
This suggests that FSB may impair glucose utilization. The mechanism behind this effect 
should be further investigated and repeated in future studies. 
 

 
Figure 1. Effect of FSB on (A) final bodyweight (g) and (B) fasting blood glucose level 

(mg/dl) in HFD rats and HFD rats treated with FSB at the concentration 100 mg/kg.bw and 
1,000 mg/kg.bw. Results were presented as mean ± standard deviation (n = 9 each group).  

+P < 0.05 compared normal control group; *P < 0.05 compared HFD control group. 
 
Effect of FSB on serum lipid in HFD rats  
 The serum level of triglyceride was significantly lower in HFD group (70.78 ± 22.99 
mg/dl) compared to normal diet group (163 ± 34.31 mg/dl). In this experiment, the HFD control 
group showed slightly increased serum level of triglycerides compared to normal control group 
in previous study17. We identified that the elevated serum level of triglycerides observed in the 
in the normal control group may be attributed to a measurement error. In comparison to our 
previous study17 and other reports, where the normal control group exhibited serum triglyceride 
levels within the range of 50-70 mg/dl, these levels were slightly lower than those observed in 
the HFD control group. By the way, administration of FSB at concentration 100 mg/kg.bw and 
1,000 mg/kg.bw did not alter the serum level of triglyceride compared to HFD control group 
(P>0.05). HFD treated with FSB did not show a significant difference in serum triglycerides 
level compared to HFD control rat, indicating FSB no effect on improving serum triglycerides 
levels in HFD control rat. The serum level of total cholesterol in HFD control group was similar 
to normal control group (P>0.05). The administration of FSB at concentration 100 mg/kg.bw 
and 1,000 mg/kg.bw could significantly decrease serum level of total cholesterol level to 66.56 
± 14.71 mg/dl and 50.56 ± 6.93 mg/dl, respectively compared to HFD control group. Beside of 
total cholesterol, LDL-cholesterol was significantly increased in HFD control group up to 
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10.67 ± 2.12 mg/dl compared to the normal control group (6 ± 2.24 mg/dl). Administration of 
FSB at concentration 100 mg/kg.bw and 1,000 mg/kg.bw could significantly decrease serum 
level of LDL-cholesterol to 7.44 ± 2.88 mg/dl and 4.89 ± 1.76 mg/dl, respectively compared 
to HFD control group as shown in Figure 2. Therefore, the treatment of FBS could decrease 
serum level of total cholesterol and LDL-cholesterol in HFD-treated rats. The research of Jia 
Y-j et. al. indicated that rats received high fat diet were significantly higher serum level of 
LDL-cholesterol while serum level of total cholesterol was not difference18.  Park S et. al. 
showed that fermented soybean reduced total cholesterol and LDL-cholesterol in HFD rats19. 
This study has demonstrated that the treatment with high fat diet can increase the present of 
LDL-cholesterol in rat serum. Although FBS did not alter the blood glucose and triglyceride 
level in high fat diet treated rats, FSB administration can decrease serum level of total 
cholesterol and LDL-cholesterol in these rats. 
 

 
 

Figure 2. Effect of FSB on serum level of (A) triglyceride (mg/dl), (B) total cholesterol 
(mg/dl) and (C) LDL-cholesterol (mg/dl) in HFD rats and HFD rats treated with FSB at the 

concentration 100 mg/kg.bw and 1,000 mg/kg.bw. Results were presented as mean ± standard 
deviation (n = 9 each group). +P < 0.05 compared normal control group; ++P < 0.0001 
compared normal control group; *P < 0.05 compared HFD control group; **P < 0.0001 

compared HFD control group. 
 
Effect of FSB on liver damage in HFD rats  
 Serum level of AST in HFD control group was similar to normal control group, as well 
as HFD treated rats was similar to FSB group (P>0.05). On the other hand, Serum level of ALT 
was significantly increased in HFD control group to 56.78 ± 30.99 U/L compared to the normal 
control group (31.33 ± 14.42 U/L). Administration of FSB at concentration 1,000 mg/kg.bw 
did not alter serum level of ALT (P>0.05) as shown in Figure 3. The results indicated that 
HFD-fed rats was significantly increase serum level of AST and ALT, that increased when 
liver damage occurs20. In this study, the HFD control group showed slightly increase in serum 
level of AST and ALT, though they remained within the normal range, and the FSB did not 
affect these enzyme level in the serum. Therefore, administration of FSB in HFD rats did not 
exhibit any signs of liver damage.  
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Figure 3. Effect of FSB on serum level of (A) AST (U/L) and (B) ALT (U/L) in HFD rats 
and HFD rats treated with FSB at the concentration 100 mg/kg.bw and 1,000 mg/kg.bw. 

Results were presented as mean ± standard deviation (n = 9 each group).  
+P < 0.05 compared normal control group. 

 
Conclusion:  
Fermented soybean powder has no ability to improve triglyceride levels but could slightly 
increase the bodyweight and fasting blood sugar in high-fat diet-treated rats. However, it can 
reduce total cholesterol and LDL cholesterol in rats consuming high-fat diet. Therefore, 
fermented soybean powder may influence only cholesterol clearance in rats receiving a high-
fat diet.   
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Abstract:  

Microorganisms play a significant role in promoting enzyme production, especially in 

the food industry. This research investigated by sequential fermentation of okara using 

Rhizopus oligosporus fungi and Bacillus subtilis bacteria for 72 h to enhance the functional 

properties of okara, with the potential to be developed as a functional food. The study aimed 

to evaluate the activity of the produced protease enzyme, the degree of protein hydrolysis, 

and the antioxidant activity of fermented okara to enhance the functional food properties in 

rice sprinkling powder product. The results showed that the protease activity and the degree 

of protein hydrolysis increased with fermentation time. Additionally, okara fermented with  

R. oligosporus and B. subtilis had an antioxidant activity (IC50) value of 178.83 mg/mL, as 

determined by the 2,2-Diphenyl-1-picrylhydrazyl (DPPH radical scavenging assay), which 

was higher than the control okara that was not fermented. When the fermented okara         

was processed into rice sprinkling powder product by using a tray dryer at 70 °C for 18 h, the 

antioxidant activity (IC50) value was found to be 6.78 mg/mL, indicating a significant 

increase compared to the fermented okara that was not processed into rice sprinkling powder. 

 

 
Figure 1. 

An overview of the complete procedure.
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Introduction:  

Okara, is a by-product of soy milk and tofu processing, with approximately 4 million 

tons produced worldwide each year.1 This makes it a highly produced by-product that is often 

underutilized, as okara’s utilization is minimal. Most of it is used as animal feed or discarded 

as waste, as it is a perishable raw material with a short shelf life. Due to the increasing 

consumption of soybeans, huge quantities of okara are produced worldwide each year.2 

Therefore, it is of great interest to devise techniques to add value to okara. Dried okara 

contains approximately 50% dietary fiber and 20% protein, along with a large number of 

isoflavones, saponins, minerals, and other nutrients.3 Fermentation is an important process 

that can further enhance the functional properties of okara. The enzymes and protein 

degradation produced during the fermentation process promote okara’s numerous biological 

activities, such as its enhanced antioxidant properties.4 Okara is thus a highly beneficial 

health ingredient. 

 The improvement of okara properties includes chemical, enzymatic, fermentation, and 

physical methods.5 Among these methods, the fermentation process using Rhizopus 

oligosporus, an aerobic fungus, is particularly effective. This fungus produces a wide range 

of extracellular enzymes, including carbohydrases, proteases, lipases, and phosphatases.6     

R. oligosporus is commonly used in the preparation of tempeh, a traditional Indonesian 

soybean product, and is also used for okara fermentation.2,4 Fermented okara has been 

reported to have higher antioxidant capacity since the fungal enzymes can hydrolyze the 

dietary fiber of okara and potentially release fermentable sugars for bacterial growth. The 

spores of the probiotic bacteria Bacillus are stable, survive well during processing and 

storage, and thus have been used in various functional foods.7 The extracellular enzymes, 

such as carbohydrases, proteases, lipases, and phosphatases, secreted by these bacteria 

accelerate the degradation of lignocellulosic structures and other antinutrients found in 

okara.8 Therefore, the biotransformation of okara by Bacillus spp. has great potential to 

enhance its digestibility, improve its texture quality, and reduce the unpleasant taste of okara. 

Fermentation decomposes large complex molecules in okara into small molecules, amino 

acids, and short-chain fatty acids. In addition, antioxidant levels have been found to increase 

after fermentation.9 

In this research, okara was fermented using the fungus Rhizopus oligosporus and the 

bacterium Bacillus subtilis to study the activity of the produced protease enzyme, the degree 

of protein hydrolysis, and the antioxidant properties to enhance the functional properties of 

okara. 

 

Methodology:  

Material 

Okara, kindly obtained from Lactasoy Co., Ltd., was stored in a freezer at -20 °C. 

Rhizopus oligosporus TISTR3138 and Bacillus subtilis TISTR001 were purchased from the 

Thailand Institute of Scientific and Technological Research (TISTR). Casein, carbonate-

bicarbonate buffer (Carlo Erba, Italy), and trichloroacetic acid (PanReac, Spain) were used 

for the alkaline protease activity assay. o-Phthaldialdehyde (OPA) (Sigma, United States), 

sodium tetraborate (Carlo Erba, Italy), sodium dodecyl sulfate (Carlo Erba, Italy), and β-

mercaptoethanol (Sigma, United States) were used for the degree of protein hydrolysis   

assay. Additionally, 2,2-Diphenyl-1-picrylhydrazyl (DPPH) (SRL, India) was used for the 

antioxidant activity assay. 

 

Microorganism and inoculum preparation 

Bacillus subtilis TISTR001 starter culture was prepared according to the steps of Li12, 

with modifications. The starter culture was increased in number by incubating in Trypticase 
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Soy Broth (TSB) for 48 h at 37 °C. Then, the culture was transferred onto Trypticase Soy 

Agar (TSA) and incubated for 48 h at 37 °C. The bacterial growth was observed, and the 

culture purity was checked under a microscope. Afterward, the culture was kept on a TSA 

slant until white mucus developed. It was then stored in a refrigerator at 5-10 °C to be used as 

a starter culture (stock culture). The starter culture was prepared by using the slant agar 

culture to make a bacterial suspension. One tube of bacteria was used, to which 2 mL of 

sterile distilled water was added and shaken to obtain a bacterial suspension for cultivation on 

okara. 

 

The okara fermentation and rice sprinkling powder baking processes 

Study of okara fermentation was modified from the method of Gunawan-Puteri13. 

Weigh 1 kg of okara and sterilize it by steaming at 121 °C for 30 minutes. Let the okara cool 

to room temperature, then add R. oligosporus TISTR3138 at a concentration of 3 Log CFU/g 

okara and incubate for 24 h. Subsequently, introduce B. subtilis TISTR001 at a concentration 

of 7 Log CFU/g okara, mix well, then pack 100 g of okara in a 12 × 17 cm perforated plastic 

bag, and incubate at 35 ± 2 °C for 72 h. Collect samples for analysis every 24 h and store 

them at -20 °C for further analysis. 

For rice sprinkling powder baking process was modified from the method of 

Siripongvutikorn and Rajchasom31,32. Weigh 100 g of fermented okara, place it in a baking 

tray to a thickness of approximately 1-1.5 mm, and cover with a thin white cloth. Dry it using 

a tray dryer (Progress, Thailand) at 70 °C for 18 h until the moisture content was lower than 

10%. Then, grind it into a fine powder and store it in a desiccator to prevent moisture. 

 

Alkaline protease activity 

Extraction of fermented okara was modified from the method of Verardo14 by 

preparing the sample with distilled water in a 1:1 ratio. The mixture was then placed in a 

shaker and centrifuged at 9000 rpm at 4 °C for 15 min. The supernatant was analyzed for 

alkaline protease activity. 

The analysis of alkaline protease activity was modified from the method of Kim15. To 

perform the analysis, 0.1 mL of the crude extract supernatant was incubated with 0.9 mL of 

0.5% (w/v) casein solution in 0.1 M carbonate-bicarbonate buffer (pH 9.5) at 45 °C for 20 

min. The reaction was immediately stopped by immersing the mixture in a cold water bath 

and adding 2 mL of 10% (w/v) trichloroacetic acid solution. The mixture was then filtered 

using filter paper No. 1. The absorbance of the clear filtrate was measured at a wavelength of 

280 nm. The enzyme activity was calculated using the absorbance values and a standard 

curve of tyrosine solution at concentrations ranging from 0 to 140 g/mL, according to 

equation (1). One unit of alkaline protease enzyme activity is defined as the amount of 

enzyme that causes an increase in absorbance at 280 nm by 0.01 per minute under these 

conditions. 

 

 
 

Degree of protein hydrolysis (%DH) 

The Degree of protein hydrolysis analysis was adapted from Ma.16 First, 1 g of okara 

was extracted with 10 mL of deionized distilled water (Milli-Q water). The mixture was then 

centrifuged at 9000 rpm for 5 min and sonicated for 5 min. The supernatant was extracted 

798



 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

using an orbital shaker for 1 h, then boiled in boiling water for 15 min and filtered using No. 

1 filter paper. The supernatant was stored at -20 °C for further analysis. 

The Degree of protein hydrolysis was determined using the o-Phthaldialdehyde 

(OPA) method according to Nielsen.17 Freshly prepare the OPA reagent as follows: mix 25 

mL of 100 mM sodium tetraborate buffer (pH 9.3), 2.5 mL of 20% (w/v) sodium dodecyl 

sulfate, 40 mg of OPA dissolved in 1 mL of methanol, and 100 μL of β-mercaptoethanol, 

then adjust the final volume to 50 mL. 

Prepare the serine standard solution by dissolving 0.05 g of serine in 500 mL of 

deionized water. In test tubes, add 150 μL of the sample solution, serine standard solution, 

and a blank. Add 1.5 mL of the OPA reagent to each tube and mix by shaking for 5 seconds. 

Allow the mixture to stand for 2 min before measuring the absorbance at 340 nm. 

The Degree of protein hydrolysis was calculated according to equations (2)-(4), where 

V represents the total volume of the prepared sample (L), X denotes the sample weight (g), 

and P is the percentage of protein in the sample (percent by weight). For calculations, let β 

represent the specificity of soy protein (0.342) and α represent the specificity of soy protein 

(0.97), where h denotes the number of peptide bonds degraded and htot denotes the total 

number of peptide bonds per equivalent protein (with a soy protein specificity of 7.8). 

 

 

 

 
 

Antioxidant activity assay 

The DPPH radical scavenging method (2,2-Diphenyl-1-picrylhydrazyl), as modified 

from Yamasaki and Chatatikun18,19, assesses the ability of a test substance to scavenge DPPH 

free radicals using the hydrogen atom technique. DPPH solution appears purple in ethanol, 

and it turns yellow when reacted with a substance exhibiting antioxidant activity. The        

test was conducted by adding 60 μL of either a Trolox standard solution or a prepared sample 

solution from the extract (at concentrations ranging from 0 to 1 ,000 mg/mL) into a 96-well 

plate. Then, 140 μL of a 0.16 mM methanolic DPPH radical solution was added, mixed well, 

and the plate was left in the dark for 3 0  minutes. The absorbance was measured using a 

Multimode Microplate Reader (PerkinElmer, United Kingdom) at a wavelength of 517  nm. 

The percentage of scavenging activity was calculated according to equation (5).  IC5 0 

represents the concentration of the extract required to achieve a 50% reduction in scavenging 

activity. 

 

 
 

Statistical analysis 

In this study, each experiment was carried out in triplicate. The study’s data were 

reported as mean ± standard deviation. Statistical analysis was performed on all data using 

SPSS Statistics 27.0 software (SPSS Inc., Chicago, IL) and One-way analysis of variance 
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(ANOVA). Duncan’s post-hoc test (significance level p < 0.05) was utilized to evaluate the 

differences between the groups. 

Results and Discussion:  

The okara fermentation process was studied by first fermenting with Rhizopus 

oligosporus for 24 h, followed by Bacillus subtilis for 72 h. The fermentation was conducted 

at 32 °C, with samples taken for analysis every 24 h. In this experiment, two sets of samples 

were analyzed: 1) a control sample set, which consisted of fermented okara without 

microorganisms (UFO), and 2) a sample set fermented by Rhizopus oligosporus and Bacillus 

subtilis (FMO). The alkaline protease activity, degree of protein hydrolysis, and antioxidant 

activity were analyzed. Additionally, the fermented okara was dried to produce rice 

sprinkling powder (RSP), which was then analyzed for antioxidant activity and compared 

with the fermented okara (FMO). 

 

Fermented okara and Rice sprinkling powder products 

Fermented okara fermented with R. oligosporus for 24 h, following this, fermentation 

was continued with B. subtilis for 72 h. This fermentation reduced the unpleasant odor of 

okara, resulting in a distinctive aroma similar to that of natto and cheese.11 This change is 

likely due to the fermentation process, where microorganisms convert insoluble dietary fiber 

into soluble dietary fiber. The sample fermented with B. subtilis also showed higher amounts 

of maltose, hemicellulose sugars, branched-chain aromatic amino acids, and hydrophobic 

amino acids.11 Additionally, okara processed with B. subtilis contained higher levels of 

acetoin, carboxylic acids, pyrazines, and branched-chain fatty acids.11 Consequently, the 

okara developed a unique smell and improved nutritional value, making it suitable for 

processing into food products, such as rice sprinkling powder, as illustrated in Figure 2. 

Important chemical characteristics of this processed rice sprinkling powder include a 

water activity (Aw) of 0.5382 ± 0.002 and a percent moisture content of 6.25 ± 0.042. 

 

 
Figure 2. 

(a) Fermented okara and (b) Rice sprinkling powder product. 

 

Alkaline protease enzyme activity 

The study of alkaline protease activity in fermented okara, as shown in Figure 3, 

compared the enzyme activity of the control set that was not fermented with microorganisms 

(UFO) and the sample fermented with microorganisms (FMO). The results indicated that the 

enzyme activity increased continuously from 4.28 U/g at the start to 26.92 U/g at 72 h. In 

comparison with the UFO control set, which did not contain added microorganisms and was 

fermented with natural microorganisms of unknown species, the enzyme activity in FMO was 

significantly higher (p < 0.05), reflecting the efficiency of the introduced microorganisms. 
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Additionally, the increased protease activity positively affected the protein degradation rate, 

leading to a higher production of small peptides. The fermentation process uniquely promotes 

the degradation of soy protein into amino acids, peptides, and ammonia, enhancing the 

functional properties and performance of okara. This process likely also contributed to the 

increased antioxidant activity.20 

The study of Rashad screened different strains of microorganisms grown in okara 

medium after 48 h of growth for the production of extracellular protease using Bacillus 

subtilis NRRL B-94. The protease activity was 26.5 U/g,30 which was consistent with this 

study which okara was fermented using R. oligosporus and B. subtilis for 72 h and had a 

protease activity of 26.92 U/g. Furthermore, in the study of Wang in which soybean meal was 

fermented using Bacillus velezensis, the protease activity increased to a maximum at 38 h at 

286 U/mL.20 When compared with the results of this study in which R. oligosporus and B. 

subtilis were fermented for 72 h, the protease activity was higher at 897 U/mL, indicating that 

this experiment can significantly increase the efficiency of alkaline protease enzyme activity. 

It is well-documented that proteases can efficiently hydrolyze proteins into 

biopeptides, which possess excellent antioxidant, anti-inflammatory, and antimicrobial 

properties, as well as functional benefits. Meitauza, a traditional fermented food made from 

okara, is widely consumed by Chinese people due to its delicious taste and high biopeptide 

content, serving as a functional health food. The microorganisms used in Meitauza 

production produce protease enzymes, suggesting that the nutritional quality and antioxidant 

activity of okara can be significantly enhanced through fermentation.21 Solid-state 

fermentation (SSF) is a key method for enzyme production. Okara has been successfully 

utilized as an excellent substrate for SSF to improve its nutritional composition and 

antioxidant activity.9 

In the fermentation process, additional carbon sources, such as sucrose and starch, are 

utilized for energy conversion during SSF, leading to the synthesis of amino acids and the 

production of proteins.22 Thus, SSF is effective in promoting microbial production of 

proteases. Due to the high levels of protease production, SSF fermentation by 

microorganisms efficiently hydrolyzes legume proteins into easily absorbable peptides and 

small amino acids. Consequently, the nutritional composition of the final product can be 

significantly improved. 9,21 

 

 
Figure 3. 

Alkaline protease activity in fermented okara of UFO, control, and FMO, using 

microorganisms. 

 

Degree of protein hydrolysis (%DH) 
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The study of the degree of protein hydrolysis in fermented okara, as shown in Table 1, 

compares the control (UFO) with samples fermented using FMO microorganisms. It was 

observed that the degree of protein hydrolysis generally increased with the fermentation 

period. After 72 h of fermentation, the degree of protein hydrolysis reached 44.43%, which 

was comparable to the control that did not include microorganisms. The higher degree of 

protein hydrolysis indicates that the fermentation process, facilitated by microorganisms, 

effectively hydrolyzes large, complex protein molecules into smaller amino acid molecules. 

This observation aligns with the increase in alkaline protease enzyme activity over the 

fermentation period, which produces smaller peptides that are easier to digest. Furthermore, 

the resulting amino acids contribute to a higher concentration of biological peptides or 

bioactive substances. These bioactive substances, formed through protease-catalyzed 

hydrolysis23, also enhance antioxidant properties.24 These characteristics are highly 

advantageous for functional foods. 

 

Table 1. Degree of protein hydrolysis obtained for the fermented okara with FMO 

microorganisms and control UFO. 

Fermentation Time (h) 
Degree of protein hydrolysis (%DH) 

UFO FMO 

0 ND ND 

24 ND 12.29 ± 9.09bc 

48 19.75 ± 14.19b 40.38 ± 8.21a 

72 42.60 ± 15.15a 44.43 ± 0.10a 

Results presented in means ± standard deviation (SD) (n = 3) and means with different letters 

for the same column are significantly different (p < 0.05). ND = Non detected 

 

Antioxidant activity 

The study of antioxidant property in okara fermented for 72 h is presented in Table 2. 

The comparison was made between the UFO control sample, the FMO fermented sample, 

and the rice sprinkling powder sample. The results were expressed as the concentration 

required for the sample to exhibit 50% antioxidant activity (IC50). A lower IC50 value 

indicates higher antioxidant activity, meaning that the sample with a lower concentration 

required to achieve 50% antioxidant activity demonstrates greater antioxidant potential. 

The results of the antioxidant activity experiment for okara, including the UFO 

control, okara fermented with FMO microorganisms for 72 h, and rice sprinkling powder, are 

presented in Table 2. The rice sprinkling powder exhibited the highest antioxidant activity, 

followed by okara fermented with FMO microorganisms, with the UFO control (okara 

without microorganisms) showing the lowest antioxidant activity. These differences were 

statistically significant (p < 0.05). The antioxidant activity of fermented okara was positively 

correlated with the number of peptides present.28 Additionally, the presence of phenolic 

compounds and amino acids such as lysine, glycine, valine, and histidine—known for their 

antioxidant properties—might contribute to the increased antioxidant activity26,27 observed in 

the fermented okara. The enhanced antioxidant activity may also be attributed to intracellular 

antioxidant peptides from the microorganisms and their hydrogen-donating ability. Thus, the 
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high antioxidant activity and increased levels of small peptides suggest that fermented okara 

has significant potential for developing healthy foods.28 

The samples fermented with FMO microorganisms differed from the UFO control, 

which was fermented with natural, unknown microorganisms. This suggests that FMO 

exhibits higher antioxidant activity compared to UFO because the fermentation process using 

starter cultures increases the number of small peptides, which are bioactive compounds that 

enhance antioxidant properties.28 Additionally, the drying process significantly improved 

antioxidant properties compared to the samples fermented with FMO microorganisms. This 

improvement may be attributed to increased antioxidant properties due to the oxidation of 

polyphenols, the increase in reducing sugars, and the production of α- and β-glucosidase 

enzymes during fermentation. These enzymes degrade and release phenolic compounds from 

the cell wall into free forms known as aglycone isoflavones. Consequently, there is a 

significant increase in antioxidant capacity because the heat used in drying breaks down the 

cell wall of the okara, releasing more phenolic compounds into free forms.29 For the above 

reasons, the rice sprinkling powder has a significantly higher antioxidant activity than the 

sample fermented with FMO microorganisms. (p < 0.05) 

 

Table 2. IC50 of fermented okara and rice sprinkling powder in DPPH radical scavenging 

activities. 

Sample IC50 of DPPH radical scavenging activity (mg/mL) 

Trolox 0.02 ± 0.003c 

UFO: 72 h Unable to detect 

FMO: 72 h 178.83 ± 0.003a 

RSP (Rice Sprinkling Powder) 6.78 ± 0.006b 

IC50 values are given as means ± standard deviation (SD) (n = 3) and means with different 

letters for the same column are significantly different (p < 0.05). 

 

Conclusion:  

In summary, sequential fermentation of okara using Rhizopus oligosporus TISTR3138 

and Bacillus subtilis TISTR001 for 72 h can significantly improve the functional properties 

of okara, which achieved peak alkaline protease activity and significant protein hydrolysis. 

Moreover, the antioxidant activity as assessed by the DPPH radical scavenging assay showed 

higher free radical scavenging ability after fermentation than unfermented okara. When 

processed into rice sprinkling powder, the free radical scavenging ability was significantly 

increased (p < 0.05), indicating superior antioxidant properties. These findings highlight the 

potential for the development of fermented okara by sequential fermentation with 

microorganisms. Which can enhance antioxidant capacity and increase the production of 

bioactive peptides. This is considered to be an enhancement and support for fermented okara 

and its processed form as valuable ingredients with the potential to be used as functional food 

applications. 
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Abstract:  

 Cassava starch was esterified with octenyl succinic acid (OSA) using dry heat 

treatment (DHT) at 150°C for different times (1, 2, and 3 h). The degree of substitution (DS), 

FTIR, reducing sugar, pasting properties, and emulsifying capacity were evaluated. Dry-heat 

treated octenyl succinylated (DHT-OS) starch had higher DS and RE than octenyl 

succinylated (OS) starch. As heating time increased, the DS and reducing sugar content 

increased. OSA-modified starches revealed two new peaks at 1719 and 1573 cm-1, 

confirming the formation of ester carbonyl groups of OSA. The pasting viscosity and pasting 

temperature of the DHT-OS starches were lower than those of the unheated OS starch. In 

addition, all DHT-OS starches have a strong capacity to bind with oil, effectively stabilizing 

the emulsion with minimal separation of water and cream phases even after 30 days. 

According to their functional properties, DHT-OS starches could be used as emulsifying 

agents in food products. 

 

Introduction:  

  Starch is a crucial ingredient in the food and non-food industry. However, native 

starch is often modified to produce desirable functional properties. The substitution of starch 

with octenyl succinic anhydride (OSA) is permitted for use in food products, with a 

maximum OSA level of 3% based on dry starch weight. Esterified starch with OSA is an 

ingredient that has both hydrophilic (glucose part of starch) and hydrophobic (octenyl part), 

allowing it to function effectively as an emulsifying agent, stabilizing oil-water mixtures by 

interacting with both phases [1, 2]. Typically, OSA-modified starch has a high viscosity 

compared to its native form, which limits the amount that can be used in food [3].  

Dry heat treatment (DHT) is a physical modification that affects the structure of both 

crystalline and amorphous regions within starch granules while retaining starch granules 

intact. These alterations to structures result in changes in their physicochemical properties. 

DHT conditions include the use of low moisture levels (<10%) for a certain time (1–4 h) at 

the temperature of 110°C–150°C [4, 5]. DHT has been reported to induce the esterification of 

organic acid groups (e.g. citric acid), which hydrolyze molecules inside the starch chain and 

enhance solubility and emulsion capacity[6, 7]. Dry heating in the presence of OSA can 

influence both the size of the starch chains and the degree of substitution by reaction pH, as 

the substitution favors alkaline pH whereas thermal degradation favors acidic pH [8].  

Cassava is one of the most important economic in Thailand. There has been extended 

research on cassava starch with OSA, exploring its potential in various applications due to its 

improved functional properties. However, few studies have reported on cassava starch 

through DHT combined with OSA esterification. Thus, this study investigates the effect of 

dry heat treatment on the efficiency of octenyl succinylation of cassava starch and its 

physiochemical properties. 
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Methodology: 

Materials  

Cassava starch was purchased from local market, Bangkok, Thailand. Octenyl 

succinic anhydride (OSA) was purchased from Sigma Aldrich. All other chemicals used in 

this study were analytical grade. 

 

Preparation of OSA-modified cassava starch 

 Cassava starch (100 g, dry weight basis) was suspended in 50 mL of 2% of sodium 

carbonate solution with stirring for 30 min at 30±2°C. OSA (3.0% of the weight of the starch) 

was added, and the dispersion was continuously stirred for 30 min. After that, the slurry was 

placed on an aluminum tray and dried in a hot air oven (MEM-1 UF30 model, Memmert, 

Germany) at 60°C until the moisture content was less than 10%, ground, and sifted through a 

200 um-sieve. Subsequently, the starch sample was heated at 150°C in a hot air oven for 1, 2, 

and 3 h. After cooling to room temperature, the pH was adjusted to 7, twice washed with 80% 

ethanol, and dried for 18 h at 40 °C. The OSA-modified cassava starches were ground and 

kept in plastic bags until analysis. 

 

Determination of degree of substitution (DS)  

 The DS of OSA-modified starch was measured slightly modified  Jiranuntakul and 

Puncha-arnon [9] with modification. The starch sample (1 g, dwb) was mixed with 25 ml of 

2.5 N HCl-isopropyl alcohol for 30 min with a magnetic stirrer. Subsequently, 100 mL of 

90% isopropyl alcohol was added and stirred for 10 min. The suspension was filtrated 

through a glass filter No. 4, and the residue was washed with distilled water until no chloride 

ions were detected by 0.1 N AgNO3 solution, followed by washing with 90% isopropyl 

alcohol. The residue was re-suspended in 300 mL of distilled water and then boiled for 20 

min. The solution was titrated with 0.1 N NaOH 0.1N using phenolphthalein as an indicator. 

The DS was calculated with the following equation: 

 

 

where A is the titration volume of the NaOH solution (mL), M is the molarity of the NaOH 

solution (N), and W is the dry weight (g) of the starch sample. The value 0.162 is the 

molecular weight of the glucosyl unit (g/mol) and 0.210 is the molar mass of the octenyl 

succinate group (g/mol). The reaction efficiency (RE) was calculated as follows: 

 

 

The theoretical DS was calculated by assuming that all of the added OSA reacted with the 

starch to form the ester derivative. 

 

Analysis of reducing sugar 

Reducing sugar content of native and modified starches was measured using the 

methods established by Somogyi [10] and Nelson [11]. 

 

Fourier Transform Infrared Spectroscopy (FTIR) Analysis 

The functional groups of the starch samples were analyzed on solid samples using a 

Spectrum Two FTIR spectrometer (PerkinElmer, USA) equipped with Universal Attenuated 

Total Reflectance (UATR; Single Reflection Diamond) and Spectrum 10™  software. The 
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spectra were recorded with a resolution of 4 cm-1 from 550–4000 cm-1, with a background 

spectrum recorded before each analysis. Spectra preprocessing consisted of a baseline 

correction and normalized the maximum peak intensity.   

  

Pasting properties 

 Pasting properties of native and OSA-modified cassava starches were performed by a 

Rapid Visco Analyzer (RVA, 4500 model Perten Instruments). The starch was mixed with 

water in the RVA canister at a concentration of 8% (w/w; dwb) and loaded into RVA. The 

slurry was homogenized using a paddle-type stirrer. A programmed heating and cooling cycle 

was set for 13 min, wherein it was first held at 50°C for 1 min, heated to 95°C at an 

increasing rate of 12°C/min, maintained at 95°C for 2.5 min, and then cooled to 50°C at the 

same rate and held at 50°C for 2 min. 

 

Emulsion stability 

 Each starch sample (0.6 g, dwb) in 18 mL of distilled water was heated in a boiling 

water bath for 20 min with vigorous vortexing at 10 min intervals and then cooled to room 

temperature. After that, 2 mL of palm oil dyed with oil red O was added and the mixture was 

homogenized using an ultrasonic homogenizer (UP200S; Hielscher Ultrasonics, Teltow, 

Germany) at 100% amplitude and full cycle for 2 min. Emulsion stability was demonstrated 

by phase separation of oil and water phase observed before and after storage for 1 month. 

 

 

Statistical analysis  

  The experimental data were analyzed using SPSS software version 21 (SPSS Institute 

Inc., Chicago, IL, USA). Analysis of variance (ANOVA) was performed with Duncan’s new 

multiple-rage tests at a significance level of 0.05. All analyses were performed in at least 

triplicate. 

 

Results and Discussion:   

Degree of substitute and reaction efficiency 

The degree of substitution (DS) and reaction efficiency (RE) of modified cassava 

starches are presented in Table 1. The DS and RE of the octenyl succinylated (OS) starch 

were 0.0107, and 45.50, respectively. In this study, the pH used for modification was quite 

high at, pH 10 resulting in OS starch with lower DS and RE than those of previous studies 

Jiranuntakul and Puncha-arnon [9], where cassava starch was modified with 3% OSA at pH 8, 

achieving DE and RE of 0.0154 and 66.49, respectively. Liu and Li [12] demonstrated that the 

optimum pH for octenyl succinylation was reported to be 8.0–8.4. However, the dry-heating 

treatment could enhance the substitution reaction. After OS starch was subjected to dry 

heating at 150°C for 1−3 h, the DS and RE were significantly increased as the heating time 

increased, from 0.0160 to 0.0173 and 67.96 to 75.30%, respectively. During DHT, heat can 

increase the mobilities of starch molecules and OSA and activate their functional groups, 

promoting the formation of ester bonds between the starch hydroxyl group and the OSA. 

Similarly, Kim and Sandhu [13] found that the DS of waxy rice starch increased when the 

heating temperature was increased. 
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Reducing sugar 

As shown in Table 1, the reducing sugar content of native cassava starch was 1.34 

mg/g. Reducing sugar content typically presents in very low amounts in cassava starch. 

However, the amount of reducing sugar in native cassava starch in this study may have 

resulted from incomplete starch or partial hydrolysis during extraction and processing. The 

reducing sugar was increased to 1.88 mg/g after esterification with OSA. This increase might 

be due to a slight loss of crystallinity [12], damage to the inner crystal[8, 14] or destroyed 

hydrogen bonding of starch molecules [13] during esterification with OSA. The amount of 

reducing sugar increased as a result of the DHT. As the heating time increased, the reducing 

sugar content of DHT-OS starches significantly increased to 2.57−3.48 mg/g, respectively. 

According to Li and Zhang [15], heat could separate glycosidic linkages and disrupt hydrogen 

bonds probably due to a partial thermal degradation of amylose and amylopectin molecular 

and crystalline structures [16]. 

 

Table 1 

Degree of substitute, reaction efficiency, and reducing sugar of modified cassava starch 

Sample  
Degree of 

substitute 

Reaction 

efficiency (%) 

Reducing sugar 

(mg/g) 

Emulsion 

capacity (%) 

Native - - 1.34 ± 0.07e - 

OS 0.0107 ± 0.0009c 45.50 ± 2.90c 1.88 ± 0.08d 12.5 ± 0.01c 

DHT1h-OS 0.0160 ± 0.0012b 67.96 ± 3.65b 2.57 ± 0.16c 37.5 ± 0.01b 

DHT2h-OS 0.0167 ± 0.0012ab  71.63 ± 3.65ab 3.05 ± 0.12b 75.0 ± 0.01a 

DHT3h-OS 0.0173 ± 0.0012a 75.30 ± 3.70a 3.48 ± 0.02a 75.0 ± 0.01a 

Mean ± S.D with the different letters in the column are significantly different (p ≤0.05).  

 

Functional group OSA starch 

Esterification of starch with OSA involves substituting the hydroxyl groups of starch 

molecules for carbonyl groups of OSA. The insertion of carbonyl groups into starch molecule 

structure can be confirmed through FT-IR spectroscopy. The FT-IR spectra of native, OS, 

and DHT-OS starches are shown in Figure1.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. 

 FT-IR of native and OSA-modified cassava starches. 
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Compared to native cassava starch, the spectra of OSA-modified starch showed two new 

peaks at 1719 and 1573 cm-1. The new peaks located at 1719 cm-1 corresponded to the IR 

stretching vibration of C=O of ester carbonyl groups, whereas the peak at 1573 cm−1 revealed 

the asymmetric stretching vibration of carboxylate (RCOO-)[7, 8, 17]. These results indicate the 

formation of ester carbonyl groups of OSA has occurred. 

 

Pasting properties 

The RVA pasting profiles of native and OSA-modified cassava starches are shown in 

Figure 2., and the corresponding data are summarized in Table 2. Peak viscosity, 

breakdown, final viscosity, and setback of native cassava starch were 261.3, 72.7, 210.4, and 

77.0 RVU, respectively, and its pasting temperature was 72.7°C. OS cassava starch had a 

significantly higher paste viscosity (304.6 RVU) and final viscosity (241.5 RVU) with a 

lower setback (46.1 RVU) as compared to native cassava starch. These data indicated that the 

substituting hydroxyl groups in starch molecules with carbonyl groups of OSA disturbed the 

ordered structure of starch granules, allowing them to swell more than native starch [18]. 

However, after OS starch was heated for 1 h, the peak viscosity decreased, while the setback 

increased due to the degradation of the starch molecule during heating (Table 1). Although 

the starch molecule became smaller with increased heating time, this did not affect peak 

viscosity, which might be attributed to the high DS. However, the smaller molecule affected 

the rearrangement during cooling, as evidenced by the significantly decreased setback. The 

decrease in setback indicates a lower tendency toward the retrogradation in DHT-OS 

starches, which is related to their gel formation. 

 

 
 

Figrue2. 

 Pasting profiles of native and OSA-modified cassava starches. 
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Table 2. 

 The RVA parameters of native and OSA-modified cassava starches 

Sample 
Peak viscosity 

(RVU) 

Break down 

(RVU) 

Final Visco 

(RVU) 

Setback 

(RVU) 

Pasting Temp. 

(°C) 

Native 261.3 ± 0.1b 72.7 ± 0.1a 210.4 ± 0.1b 77.0 ± 0.1a 72.6 ± 0.1a 

OS 304.6 ± 9.8a 73.3 ± 0.4a 241.5 ±11.5a 46.1 ±12.2c 72.7 ± 0.8a 

DHT1h-OS 245.4 ± 27.6b 71.6 ± 0.4b 227.2 ± 1.6ab 63.8 ± 3.8b 71.1 ± 0.1b 

DHT2h-OS 249.1 ± 11.3b 71.1 ± 0.1bc 199.7 ± 11.5c 36.3 ± 0.9cd 70.6 ± 0.5b 

DHT3h-OS 246.8 ± 12.1b 70.8 ± 0.5c 200.3 ± 17.6c 29.7 ± 3.3d 70.3 ± 0.1b 

Mean ± S.D with the different letters in the column are significantly different (p ≤0.05).  

 

Emulsion capacity and stability  

Starch modified with OSA resulted in molecules with both hydrophilic and 

hydrophobic properties, giving it an amphiphilic character and enhancing its interfacial 

properties. Figure 3. illustrates photographs of oil-in-water emulsions stabilized by native 

and OSA-modified cassava starches immediately after homogenization and after storage for 

30 days.  

 

 
 

Figure 3. 

 Emulsion stabilized with native and OS cassava starches after storage at 30±2°C for 0 and 30 

days. 

 

Native cassava starch in its gelatinized form was characterized as emulsifying, 

indicating creaming after homogenization. Starch molecules in native starch are hydrophilic, 

so the swollen starch granules likely physically impede the coalescence of oil droplets, thus 

stabilizing the emulsion after homogenization. Kasprzak and Macnaughtan [19]reported that 

native cassava starch in its gelatinized form at a concentration of 4% was emulsifying but did 

not form stable emulsions during storage. This study found that not all parts of native starch 

can bind to oil, leading to complete separation of the oil phase (cleared red color) after 

storing at room temperature for 1 day. The layer of the oil phase increased after prolonged 
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storage for 30 days, with the water and creamy layers distinctly separating. Native starch is 

classified as a non-chemical emulsifier, which may be less effective and stable than 

chemically modified starch/flour or other emulsifiers. 

On the other hand, all OSA-modified starches were effective in stabilizing the 

emulsion.  After 30 days of storage, OSA-modified starches were able to bind strongly to the 

oil in emulsions, resulting in no oil separation. While the water and cream layers began to 

separate, it was not yet clearly defined. However, we attempted to measure the emulsion 

index (EI) as shown in Table 1. The EI of OS starch was 12.5%. The EI values were all 

significantly increased with the increase of DS values. However, there were no significant 

differences in EI values between the DHT2h-OS and DHT3h-OS starches, which both had an 

EI value of 75.0%. 

 

Conclusion:  

 The dry-heat treatment (DHT) was a simple method and effectively improved the 

modification of cassava starch by esterification with OSA.  Heating enhanced the reaction 

efficiency, and the higher reducing sugar content suggested the formation of small molecules 

as compared to unheated OS starch. The emulsification capability of OS starch was 

significantly increased after dry-heating. Based on the findings, we plan to continue 

investigating the effect of DHT-OS starch on starch gel characteristics and emulsion 

rheology, as well as its potential use in high-fat food products. 
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Abstract:  

Cassava flour was modified by steam-heat moisture treatment (S-HMT) to improve its 

properties. It was impregnated with distilled water or glucose (5% based on 100g flour) with 

various moisture contents (20%, 25%, and 30%) and heated for 30 min in a steamer. After S-

HMT using a high moisture level, some starch granules exhibited a large hole, with some 

granules clustering due to partial gelatinization. S-HMT with both water (S-HMTW) and 

glucose addition (S-HMTG) significantly influenced the pasting properties of the flour, leading 

to a reduction in peak viscosity and breakdown and an increase in pasting temperature and 

setback. These effects were particularly pronounced with the addition of glucose. The solubility 

and water absorption capability of S-HMTG were higher than those of S-HMTW, whereas oil 

absorption did not differ. On the other hand, in their gelatinized form, the S-HMTG flours have 

more stabilized emulsions than S-HMTW and native flour. 

 

Introduction:  

Cassava is one of Thailand’s most significant economic crops, with well-developed 

applications in both food and non-food industries. Cassava is a major food staple that contains 

no gluten, making cassava flour an ideal alternative to wheat, particularly for the formulation 

of gluten-free products [1]. One of the most prevalent applications of cassava flour as a 

replacement for wheat flour is in baked products [2-4]. However, bakery products made from 

cassava flour still have an unfavorable appearance and crumb texture, particularly in terms of 

softness and springiness due to the absence of gluten in cassava. This limitation restricts its 

utilization in the food industry [5, 6]. Modification of cassava flour might further enhance its 

functionality in gluten-free products. Hydrothermal modification has been reported to improve 

the physicochemical properties of gluten-free starches/flours, enhancing their potential for use 

in bakery products [7]. 

Heat-moisture treatment (HMT), one of the important physical treatments, uses simple, 

inexpensive, ecologically safe processes without by-products of chemical reagents. HMT of 

starches/flours involves treating starch granules at low moisture levels (<35% moisture w/w) 

at temperatures (84–120 °C) that are above the glass transition temperature (Tg) but below the 

gelatinization temperature for a certain period (15 min–16 h). A variety of dry-heat sources 

(e.g., convection oven and microwave) [8, 9] and wet-heat sources (e.g., autoclave, steamer) [10]. 

have been utilized in HMT. A recent study comprehensively examined the impact of steam-

heat-moisture treatment conditions on the structural and functional properties of cassava flour 

and starch [7, 10]. Dudu, Ma [7] reported that cassava flour complexation with sodium stearoyl 

lactylate, achieved through S-HMT, resulted in distinct bread properties. 

Sugars are commonly used in starch-based foods to optimize processing operations and 

enhance food quality by influencing the gelatinization and retrogradation of starch [11, 12]. 

Juansang, Puttanlek [13] studied the effects of sugar alcohol (e.g., erythritol, xylitol, sorbitol) as 

plasticizers in HMT on the physicochemical properties of canna starch. The results showed that 

these plasticizers could significantly enhance the HMT of canna starch, as indicated by a 
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considerable change in pasting profiles compared to water. Glucose is used extensively in the 

food industry for various applications. As a small plasticizer, it may participate in the 

interactions between starch granules, potentially affecting the formation of intercalated 

structures and altering the properties of starch. Lee, Zhang [14] studied the combined effect of 

dry heating and glucose addition on starch properties The results showed that the addition of 

glucose during dry heating induced a synergistic effect on the pasting viscosity. 

However, few studies have reported the effect of glucose on the physicochemical properties 

of cassava flour particularly when combined with HMT. Thus, this study investigates the effect 

of steam-heat moisture treatment with glucose compared to distilled water at various moisture 

contents on the physicochemical properties of cassava flour. This study will provide new 

insights into the application of cassava flour in gluten-free starchy products. 

 

Methodology:  

Materials 

Cassava flour was commercially purchased in local supermarkets. The food-grade glucose 

was purchased from Krungthepchemi Company Limited, Other chemicals used in this study 

were analytical grade.  

 

 Preparation of steam-heat moisture treatment (S-HMT) cassava flour 

The moisture content of cassava flour was adjusted to 20%, 25%, and 30% by adding 

the appropriate amounts of distilled water, or distilled water containing glucose 5% (based on 

dry starch) into the containers and mixing well. Samples were transferred to open aluminum 

containers, heated for 30 min in a steamer, and then dried in a hot air oven at 40 ºC for 18 h. 

The modified flours were ground and passed through a 200 μm sieve.  

 

Morphology  
The morphology of native and modified cassava flours was examined using a scanning 

electron microscope (SEM, Phenom ProX, Thermo Fisher Scientific Inc., USA). Samples were 

prepared by sprinkling the flour onto double-sided adhesive tape attached to a circular 

specimen stub and then coated with gold. The samples were observed at an accelerating voltage 

of 5 kV with magnifications of 1,000x  

 

Determination of degree of gelatinization (DG) 

DG of native and modified flours was analyzed according to the method described by Birch 

and Priestley [15], with some modifications. Briefly, a 20 mg (dwb) sample was dispersed in 10 

mL of 0.15M KOH solution, gently agitated for 5 min, and then centrifuged (Z326K, Hermle, 

Germany) at 2,880×g for 10 min. One mL of the supernatant was mixed with 9 mL of 0.017 M 

HCl and 0.1 ml of 2.5% iodine reagent was then added. After mixing, the absorbance was 

measured at 620 nm using a spectrophotometer. The DG was calculated using a standard curve 

that plotted the DG against absorbance. 

The DG standard was prepared by heating the CF suspension (50% w/w) in an autoclave at 

121 °C for 1 h and drying it at 50 °C for 18 h in a hot air oven. The dried flour was ground and 

passed through a 200 μm sieve to obtain the fully gelatinized CF. The DG was assessed by 

mixing the fully gelatinized CF with raw CF in various ratios (0, 20, 40, 60, 80, and 100%).   

 

Determination of glucose content  

Sample (0.5 g, dwb) were mixed with 10 mL of 80% ethanol in a 15-mL centrifuge tube 

and mixed using a vortex mixer. The mixture was sonicated (Elma E180H, Germany) at 80 °C 

for 30 min, followed by centrifuging at 3136×g for 10 min. The liberated glucose in the 

supernatant was determined using a glucose oxidase/peroxidase assay kit. 
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Pasting properties 

The pasting properties of samples were determined using a Rapid Visco Analyzer (RVA; 

4500; Perten Instruments). The starch was mixed with water in the RVA canister at a 

concentration of 8% w/w (dry weight basis; dwb) and loaded into RVA. The slurry was 

homogenized using a paddle-type stirrer. A programmed heating and cooling cycle was set for 

13 min, wherein it was first held at 50 °C for 1 min, then heated to 95 °C with an increasing 

rate of 12 °C/min, maintained at 95 °C for 2.5 min, and then cooled to 50 °C at the same rate 

and held at 50 °C for 2 min. 

 

Solubility and water/oil absorption capabilities 

The solubility and water/oil absorption capabilities were determined using a modified 

method from Rodboontheng, Uttapap [16] and Mathobo, Onipe [17]. The sample (1 g, dwb) was 

mixed with 9 mL of distilled water or olive oil in a 15-mL centrifuge tube and kept at 30 °C 

for 30 min. The mixture was centrifuged at 25 °C and 3136×g for 10 min. The supernatant was 

carefully drawn off until no excess liquid remained on the surface of the sediment. The 

sediment was weighed to determine water/oil absorption capability. The solubility in water was 

measured by drying the supernatant to constant weight in a hot air oven at 105 °C and then 

weighed. The solubility and water/oil absorption capabilities were calculated as follows: 

 

Solubility (%) =
Weight of the wet mass sediment 

Weight of sample (g dry basis) 
×100  

 

WAC (g/g) =
Volume of absorbed water

weight of sample (g dry basis) 
 

 

OAC (g/g) =
Volume of absorbed oil

weight of sample (g dry basis) 
 

 

 

Emulsification stability  

Each flour sample (0.6 g, dwb) in 18 mL of distilled water was heated in a boiling water 

bath for 20 min with vigorous vortexing at 10 min intervals and then cooled to room 

temperature. After that, 2 mL of olive oil dyed with oil red O was added and the mixture was 

homogenized using an ultrasonic homogenizer (UP200S; Hielscher Ultrasonics, Teltow, 

Germany) at 100% amplitude and full cycle for 2 min. Emulsion stability was demonstrated by 

phase separation of oil and water phase observed before and after storage for 15 days. 

 

Statistical analysis 

All analyses were carried out in duplicate. The experimental data were analyzed using 

analysis of variance (ANOVA) and expressed as mean values ± standard deviations. A Duncan 

test was conducted to examine significant differences among experimental mean values  

(P ≤ 0.05). 
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Results and Discussion:  

Effect of moisture content and glucose addition on the degree of gelatinization  

The free glucose in native cassava flour was 0.1%, and the glucose content did not 

change after HMT using water as a plasticizer (HMTW) (Table 1). The moisture content did 

not affect the amount of glucose, while partial gelatinization of HMTW occurred at a high 

moisture level (30%) with a degree of gelatinization (DG) value of 7.7%.  

A notable amount of free glucose (3.5−3.8%) was obtained after adding 5% glucose 

before HMT (HMTG), indicating that some of the glucose may have penetrated the granules 

and interacted with starch molecules. The moisture content did not affect the amount of glucose 

that interacts with the starch molecules. The DG values of HMTG were significantly higher than 

those of HMTW at the same moisture level. Moreover, the DG value of HMTG significantly 

increased as the moisture level increased. This might be because glucose can attract water 

molecules, and when this solute is absorbed on the surface, it causes the starch surface to swell 

and gelatinize.  

 

Table 1. 

Glucose content, degree of gelatinization, solubility, and water/oil absorption capabilities of 

native and HMT cassava flours 

Sample 

Glucose  

content 

(%) 

DG  

(%) 

Solubility  

(%) 

WAC  

(g/g) 

OAC  

(g/g)  

Emulsification 

stability 

(%) 

CF 0.1 ± 0.1c 0.4 ± 0.1c 0.4 ± 0.1b 2.8 ± 0.3d 2.4 ± 0.2a 65.0 ± 2.5b 

20-HMTW 0.1 ± 0.1c 0.5 ± 0.2c 0.6 ± 0.2b 2.8 ± 0.2d 2.4 ± 0.2a 66.7 ± 1.4b 

25-HMTW 0.1 ± 0.1c 0.5 ± 0.1c 0.7 ± 0.2b 3.4 ± 0.2bc 2.4 ± 0.1a 66.7 ± 2.9b 

30-HMTW 0.1 ± 0.1c 7.7 ± 0.3b 0.9 ± 0.2b 4.2 ± 0.4a 2.4 ± 0.2a 85.0 ± 4.3a 

20-HMTG 3.5 ± 0.1b 0.7 ± 0.5c 4.2 ± 0.4a 3.0 ± 0.3cd 2.3 ± 0.2a 85.0 ± 2.5a 

25-HMTG 3.5 ± 0.1b 5.4 ± 0.8b 4.0 ± 0.2a 3.7 ± 0.6b 2.5 ± 0.2a 87.5 ± 0.1a 

30-HMTG 3.8 ± 0.1a 16.9 ± 0.6a 4.0 ± 0.3a 4.5 ± 0.7a 2.4 ± 0.2a 87.5 ± 0.1a 

All values are means of triplicates ± standard deviation. Different letters in the same column 

indicate a statistically significant difference (p ≤ 0.05). 

 

Granule morphology 

The morphologies of native and HMT cassava flours under SEM are illustrated in 

Figure 1. Most starch granules in cassava flour have round or truncated shapes with some 

collapsed granules observed as well. Granule morphologies of all flours after S-HMT with 

water at different moisture levels (20-HMTW, 25-HMTW, and 30-HMTW) were still similar to 

those of the native flour in which some granules were melted and granule fragments with a 

rough surface could be observed at high moisture content. Additionally, the large holes in the 

middle of the granule were noticed with increased moisture content. The modification of HMT 

using glucose as a plasticizer with 20% moisture content (20-HMTG) did not change the 

morphology of the starch granules. However, at higher moisture levels (25-HMTG and 30-

HMTG), agglomerations and pores/holes were observed in the granules. This result is caused 

by the high gelatinization of surface granules (Table 1). The formation of fissures, holes, and 

cavities on the starch granules could result from partial starch gelatinization caused by high 

moisture content and the glucose presence in S-HMT. Several studies have reported that after 

816



 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

HMT, more holes, cavities, and channels were observed on the surface of starch granules [18-

20]. 

 

 
 

Figure 1. 

Granule morphology native and HMT cassava flours (1,000x, bar as 80 µm). 

 

Pasting Properties 

The pasting profiles of native and HMT cassava flours are shown in Figure 2, and their 

corresponding pasting parameters are summarized in Table 2. The S-HMT significantly altered 

the pasting properties of cassava flour. HMT plasticized with water and glucose had similar 

pasting profiles. All S-HMT flours had higher pasting temperatures (79.0−84.0 °C) compared 

to the native cassava flour (72.4 °C), and this trend continued as the moisture content increased. 

The peak viscosity and breakdown were gradually decreased, whereas the final viscosity and 

setback increased for all S-HMT flours. The results indicated that there had been improvement 

in the thermostability, shear stability, and retrogradation.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. 

Pasting profiles of native and HMT cassava flours. 

HMT with water                                     HMT with glucose 
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The S-HMT plasticized with glucose appears to have a greater effect on the pasting 

properties than those with water. At the same moisture level, S-HMTG flours had higher pasting 

temperatures, lower peak viscosity, breakdown, and final viscosity, and a comparable setback 

value compared to S-HMTW flours. The results, as shown in Table 1, indicate that some 

glucose may be able to penetrate the starch granules and perhaps form hydrogen bonds with 

starch molecules. This interaction stabilizes starch structures and makes them more resistant to 

gelatinization. Shittu and Raji, 1982 [21] reported that sugar penetrated the starch granules and 

formed crosslinks between the starch chains in the amorphous region. This restricted chain 

mobility and granules swelling, resulting in increased gelatinization temperature. 

 

Table 2. 

 RVA parameter of native and HMT cassava flours. 

Sample Pasting Temp. 

(°C) 

Peak Viscosity 

(RVU) 

Final Viscosity 

(RVU) 

Breakdown 

(RVU) 

Setback 

(RVU) 

CF 72.4 ± 0.6f 286.8 ± 3.7a 222.5 ± 2.4c 138.8 ± 6.4a 74.5 ± 0.3c 

20-HMTW 79.0 ± 0.4e 251.1 ± 2.5b 289.7 ± 2.6a 44.8 ± 4.4b 83.4 ± 1.2b 

25-HMTW 81.2 ± 0.4c 222.7 ± 5.7c 293.7 ± 4.3a 22.2 ± 4.2cd 93.3 ± 1.5a 

30-HMTW 83.2 ± 0.1b 220.9 ± 3.2c 297.9 ± 5.6a 20.7 ± 1.0d 97.6 ± 2.8a 

20-HMTG 80.4 ± 0.5d 206.8 ± 2.2d 264.6 ± 9.2b 27.0 ± 3.6c 84.7 ± 4.1b 

25-HMTG 81.5 ± 0.1c 196.7 ± 2.6e 274.2 ± 1.6b 16.4 ± 4.0d 93.8 ± 1.7a 

30-HMTG 84.0 ± 0.9a 176.0 ± 4.8f 264.5 ± 10.6b 8.4 ± 2.3e 96.9 ± 5.3a 

All values are means of triplicates ± standard deviation. Different letters in the same column 

indicate a statistically significant difference (p ≤ 0.05). 

 

Solubility 

As shown in Table 1, the solubility of all HMTW flours (0.6−0.9%) in water at 30 °C was 

comparable to that of the native flour (0.4%). On the other hand, all HMTG flours exhibited the 

highest solubility in water (4.0−4.2%). Even though a higher moisture content can range the 

DG of HMTG, it has no influence on the solubility at ambient temperature.  

 

Water and oil binding capacities 

The capability of native and HMT flour to hold water or oil (both adsorption and absorption) 

is presented in Table 1. The water binding capacity of HMTW and HMTG flours (2.8 and 3.3 

g/g, respectively) at the moisture level of 20% did not differ significantly from that of the native 

flour (2.8 g/g). however, increasing the moisture level to 25% and 30% resulted in significantly 

higher water binding capacity in both S-HMT plasticized with water and glucose. The water 

binding capacity was related to the degree of gelatinization of S-HMT flours. However, the 

modification of cassava flour by S-HMT did not increase the hydrophobicity, as the oil-holding 

capacity was not significantly different from that of the native flour. 

 

Emulsification capacity and stability 

Figure 3 shows the photographs of oil-in-water emulsion capacities of native and S-HMT 

cassava flours immediately after homogenization and after storage for 15 days. Both native and 

S-HMT flours in their gelatinized form were characterized as emulsifying, indicating creaming 

after homogenization. Cassava flour contains starch, protein, and fiber, which contribute to its 

emulsifying capabilities. It is classified as a non-chemical emulsifier, which may be less 

effective and stable than chemically modified starch/flour or other emulsifiers. Kasprzak et al, 

818



 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

2018 [22] reported that gelatinized native cassava starch at a concentration of 4% was 

emulsifying but did not form stable emulsions during storage. 

Starch molecules in both native and S-HMT flours are hydrophilic, so the swollen starch 

granules likely physically impede the coalescence of oil droplets, thus stabilizing the emulsion 
[23]. After 15 days of storage, native flour could not bind strongly to oil, resulting in the 

complete separation of the oil phase (transparent red color), with the water and creamy layers 

separated. The emulsion stability of native flour was 65.0% (Table 1). The emulsion of all S-

HMT flours plasticized with water and glucose shows a pale red color on the top layer 

compared to native flour. Among S-HMT plasticized with water, 30-HMTW has significantly 

greater emulsion stability (85.0%) than native flour. The emulsion stability of all S-HMT 

plasticized with glucose exhibited significantly better emulsion stability (85.0−87.5%) than 

that of native flour.  

 

 

                    CF        W_S20     W_S25    W_S30     G_S20      G_S25     G_S30 

Day 0 

 

Day 15 

 

 

 

Figure 3.  

 Emulsification capacity of native and HMT cassava flours stored for 15 days. 

 

 

Conclusion:  

Cassava flour modified by S-HMT has a comprehensive alteration in its physicochemical 

properties, which are influenced by moisture content and plasticizer type. The S-HMT with the 

highest moisture content (30%) was extensively gelatinized, causing starch granules to stick 

together and present a hole on their surface. The use of glucose as a plasticizer in the HMT 

process induced a more significant change in pasting characteristics including higher pasting 

temperature, lower peak viscosity and breakdown, as well as higher solubility, and emulsion 

stability that of water. Based on the findings, S-HMT cassava flour plasticized with glucose 

has potential applications in various food applications, including gluten-free flour products. 
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Abstract:  

The objective of this research is to use the pattern of protein in flower honey to study the 

initial characteristics that are the identity in terms of quantity and expression of proteins in 

honey from flowers and different sources, resulting in an increase in the value of the product. 

Characteristic analysis of honey was investigated from 7 products in San Sai market of 

Chiang Mai province, including Sun Forest brand honey, Doi Kham honey, Suan Chittralada 

honey and Busara Kham Honey obtained from longan flowers, Good Bee honey obtained 

from sunflowers, Doi Tung honey obtained from macadamia flowers and unspecified wild 

honey obtained from mixed forests. The result appeared that the Sunforest brand honey was 

in the extra white range but others were in the white range on comparing with the USDA 

color standard designation. The pH analysis 3.5-5.3, conductivity 183.53-742.97 µS/cm, 

moisture 5.10-7.43%, reducing sugar content 2.63-4.27 mg/ml and sweetness 73.5-80.0 

%Brix of honey from all products were found to be in the standard regulation. When 

analyzing the expression of proteins from all 7 types of honey samples with appropriate 

condition of sodium dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE) to 

analyze the type of protein with liquid chromatography - mass spectrometry (LC-MS) 

techniques, it showed that all 18 protein bands sent for analysis could be identified 14 protein 

bands and found two important proteins.  The first protein was a FAD-binding PCMH-type 

domain-containing protein (60.0 kDa), detected in protein bands across both longan flower 

honey and other flower honeys. This suggests the protein could serve as a general marker for 

flower-derived honeys. However, specific protein bands of this protein at 106.7 and 20.4 kDa 

were found only in Doi Kham longan honey, indicating they may act as a geographical 

indicator for this regional honey. The second protein was pectin esterase (62.1 kDa), detected 

in protein bands at 57.5 and 33.9 kDa exclusively in longan flower honey samples. This 

implies the presence of pectin esterase at these molecular weights could be a reliable marker 

for identifying honey from longan flowers.These findings demonstrated the potential of 

protein profiling for honey authentication and traceability. The identified markers may be of 

help to distinguish longan honey and determine its geographical origin, contributing to more 

robust honey quality control in the future. 
 
Introduction:  

Current research on honey involves studying the amount of protein in honey obtained from 

various types of flowers. In honey, protein comes from flower pollen and each type of pollen 

has a different amount of protein, so it is possible to identify the type of protein in honey that 
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comes from which flower. Di Girolamo et al.1 studied and analyzed the protein concentration 

in honey from 5 types of flowers, namely, chestnut, acacia, sunflower, eucalyptus and orange 

flowers, using sodium dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE) 

technique to study the protein bands and identify the proteins by mass spectrometry with a 

linear ion trap mass spectrometer type LTQ-XL, which can identify almost all protein 

components in honey, called royal jelly proteins 1–5, which are proteins obtained from the 

bees themselves, not from the flowers of plants. However, Azevedo et al.2 showed proteome 

comparison for discrimination between honeydew and floral honeys from botanical species 

Mimosa scabrella Bentham by principal component analysis. It found that the proteome 

profile showed 160 protein spots in honeydew honey and 84 spots in the floral honey. 

Borutinskaitė et al.3 also found that identified proteins (Bna, polygalacturonase, non-specific 

lipid-transfer protein, GAPDH and others) were present in pollen and blossom honey from 

rape seed Brassica napus L. for the nutritional value of plant pollen -enriched honey. Zhang 

et al.4 demonstrated novel proteins on one type of Ziziphus jujuba-derived protein and two 

type of Apis mellifera-derived proteins as marker for floral origin of jujube (Ziziphus jujuba 

Mill.) honey. Lewkowski et al.5 assessed the impact of different food sources (sugar solutions 

with different additives) on honey proteome composition. Muresan et al.6 studied the honey 

origin by melissopalynology and protein pattern analysis of SDS-PAGE to determine the 

origin and type of flowers on Apiaceae, Boraginaceae, Brassicaceae, Compositae and 

Fabaceae (Trifoliu sp.) used by bees for honey production. The SDS-PAGE showed that 

honeys of different flower origins shared protein bands between 45 and 85 kDa. From past 

research, characteristic study of protein expression has been used to study honey in many 

countries. However, for Thailand, there is no research in this field. Therefore, for this 

research, it is necessary to use the pattern of protein in flower honey to study the initial 

characteristics that are the identity in terms of quantity and expression of proteins in honey 

from flowers and different sources, resulting in an increase in the value of the product. 

 

Methodology:  

1. Sample collection 

The research collected 7 types of honey products sold in Thailand, with product samples 

received on September 23, 2022, consisting of 4 types of longan flower honey: Sunforest 

honey (S1), Doi Kham honey(S2), Suan Chitlada honey(S3), and Busarakham Honey (S4), 

while Goodbee honey was obtained from sunflowers (S5), Doi Tung honey was obtained 

from macadamia flowers (S6), and unspecified honey was wild honey from mixed deciduous 

forests in Buriram Province (S7). All samples were stored in amber bottles at a low 

temperature around 4℃ prior to analyzes. 

2. Physicochemical analyzes7, 8, 9, 10 

2.1. Color value (CV) 

       The color value of honey was determined on united states department of agriculture 

(USDA color standard designation) using a UV-visible spectrophotometer (UV-VIS 

spectrophotometer) Genesys 20 model at a wavelength of 635 nm. 

2.2 pH value (potential of hydrogen ion)  

      The pH value of honey products was determined in 10%  w/v solution of honey products 

was prepared in DI water (deionized water) and then tested for acidity or alkalinity using a 

pH meter. 

2.3 Electrical conductivity (EC) 

     The electrical conductivity of honey products was analyzed in 20% w/v solution (DI 

water) of honey products. The electrical conductivity of the honey products was tested using a 

conductivity meter model 712 conductometer. 

2.4 Moisture content (MC) 
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     Moisture content analysis of honey products was determined on a moisture content 

analysis to determine the weight remaining after evaporation of water and volatile matter 

from the product under a specified temperature. 

2.5 Reducing sugar content (RSC) 

     Analysis of reducing sugar content according was investigated on 1 ml of honey product 

in a test tube and adding 1.0 ml of 3, 5-dinitrosalicylic acid (DNS) solution, shaking to mix, 

heating for 10 min and cooling rapidly by immersing in ice for 3-5 min. After that, add 10 ml 

of DI water (deionized water) and mix well. After that, the absorbance was measured using a 

UV-VIS spectrophotometer, model Genesys 20, at a wavelength of 540 nm. 

2.6 Sweetness (%Brix) 

 Sweetness analysis was studied by using refractometer. 

3. Protein extraction 

    The protein extraction method was according to the method of Ramon et al.11 these honey 

samples were weighed 25.00 g of honey product, added 2.50 ml of 1.5 M acetate buffer 

solution and 1.50 ml of 0.5 M sodium chloride to dissolve the honey sample. They were 

adjusted the volume with distilled water in a 50.00 ml volumetric flask, pipeted 6.00 ml of 

the solution, added 0.15% deoxycholate 0.10 ml to precipitate the protein and incubated at 

room temperature for 10 min. After that, precipitants were added 0.10 ml of 72% 

trichloroacetic acid and centrifuged the solution at 6,000 rpm for 15 min. The precipitants 

were collected and dissolved with DI water (deionized water) and store at -20 ̊C. 

4. One-dimensional gel electrophoresis 

 Each of the extraction procedures was used for quantitative analysis by modified Lowry’s 

method12 and was used for qualitative analysis by SDS-PAGE. Each of the protein 

extractions was mixed with a sample buffer containing 0.0625 M Tris HCl, pH 6.8, 10% 

SDS, 10% glycerol, 0.1% 2-mercaptoethanol and 0.01% bromophenol blue. Concisely, the 

final concentration of each protein extract was adjusted to 100 μg per sample, boiled for 5 

min and stored at -70°C until electrophoresis was performed. In SDS-polyacrylamide 

denaturing gels, stacking gels (4 %) and separating gel (12.5 %) were applied for separating 

different range of protein extraction. Electrode buffer solution contained 0.025 M Tris, 0.192 

M glycine, 0.1% SDS at pH 8.3. The 100 μg sample/well was applied to gels in each different 

experiment. Broad range (Bio-Rad CL161-0318, USA) of molecular weight marker was 

carried out on a vertical slab gel electrophoresis apparatus (AE-6530 mPAGE, Atto 

Corporation, Tokyo, Japan). Constant current (20 mA/gel) was applied to the electrophoresis 

gel. After electrophoresis, gels were stained with 0.25% Coomassie brilliant blue R250 in 90 

ml of methanol: acetic acid: water (5.7: 1: 7.5). In Coomassie brilliant blue R-250 staining, 

gels were fixed in a solution of 50% methanol and 10% acetic acid for 1 h, stained for 15 min 

in a conventional Coomassie brilliant blue R-250 solution, and developed in de-staining 

solution (25% methanol and 7% acetic acid) for overnight prior to scanning. 

 

5. Gel Analysis13 

Gels were scanned on the image scanner (Gel Doc XR System, Bio-Rad, USA), gel 

documentation system consisting of a high sensitivity multichrome camera according to the 

manufacturer's specifications. Differential protein bands between physiological disorder 

syndromes and normal longan fruit were excised for next step on mass spectrometry 

identification.  

 

6. Mass Spectrometry and Protein Identification13 
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Selected protein bands based on increase or decrease of protein expression of different 

samples were manually excised from only preparative gels in Coomassie brilliant blue R-250 

staining using sterile lancet. These gel bands were examined by using protein analysis and 

peptide mass profiling using liquid chromatography tandem mass spectrometry (LC-MSMS) 

at the faculty of medical technology, of Mahidol university, Thailand. Mass spectrometry 

data were automatically registered, analyzed, and searched by using National Center for 

Biotechnology Information public protein databases (NCBI databases). MASCOT search 

engine (Matrix Science Ltd., London, UK) was used for peptide mapping. Data 

identifications were registered when search results of protein score greater than 52 were 

significant (p<0.05). 

 

Results and Discussion:  

The result of physicochemical property (Table 1) demonstrated that the Sunforest brand 

honey (S2) was in the extra white range but others were in the white range on comparing with 

the USDA color standard designation. The pH analysis 3.5-5.3, conductivity 183.53-742.97 

µS/cm, moisture 5.10-7.43%, reducing sugar content 2.63-4.27 mg/ml and sweetness 73.5-

80.0 %Brix of honey from all products were found to be in the standard regulation.  

Table 1. Physical and chemical values of honey products (Mean±SD) 

 

Sample Color  pH    % Brix  
MC 

(%) 

EC 

(µS/cm)  

RSC 

(mg/ml) 

S1 

White 

(0.256±0.001
c

) 5.3 77.00 ± 00.00 3.85% 183.533±0.153
a

 2.737±0.222 

S2 

Extra White 

(0.181±0.001
a

) 5.0 76.50 ± 00.00 3.85% 203.200±0.361
b

 2.633±0.310 

S3 

White 

(0.271±0.001
d

) 5.2 78.00 ± 00.00 3.85% 224.700±7.189
c

 3.840±0.300 

S4 

White 

(0.313±0.001
f

) 4.6 78.00 ± 00.00 2.70% 325.467±0.153
d

 2.700±0.278 

S5 

White 

(0.307±0.002
e

) 4.3 80.00 ± 00.00 4.00% 375.267±0.153
e

 4.033±1.218 

S6 

White 

(0.199±0.001
g

) 4.1 78.50 ± 00.00 2.90% 434.600±0.265
f

 3.163±0.622 

S7 

White 

(0.266±0.001
b

) 3.5 73.50 ± 00.00 2.02% 742.967±0.451
g

 3.287±1.565 

       
a,b,c,d,f,g Significant at p = 0.005 

Note: MC = moisture content, EC = electrical conductivity,  RSC = Reducing sugar content 

 

The results SDS-PAGE with LC -MS (Fig.1) showed that out of 18 protein bands, 14 protein 

bands were identified, with three major proteins. The first one was FAD-binding PCMH-type 
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domain-containing protein (60.0 kDa), which was expressed in the gel at 6 positions: 191.8 

(H1 and H2), 117.5 (H3), 106.7 (H4 and H5), 87.1 (H6 and H7), 67.6 (H8 and H10), and 20.4 

(H14) kDa, respectively. It was noted that the positions 191.8, 117.5, 87.1, and 67.6 were 

proteins found in both longan and other flower honeys, which may mean that this protein may 

act as a general indicator for flowers. However, this protein at positions 106.7 and 20.4 kDa 

was found only in Doi Kham longan honey, which may be used as a protein band as a 

geographical indicator. For the second protein, pectin esterase (62.1 kDa), it was expressed in 

the gel at 2 positions, 57.5 (H9) and 33.9 (H13) kDa, respectively. Only longan honey, but 

honey from other flowers, did not express this protein. Therefore, pectin esterase at this 

position can be a protein band indicating the type of longan honey. For the third protein, 

DCD domain-containing protein (67.8 KDa) found at position 33.9 (H16) KDa is a protein 

found only in wild honey that cannot identify the type of flower. Therefore, it cannot be a 

band indicating the geographical location. This protein also had a low score (score = 36), 

which was lower than ion scores = 42 (estimated at p = 0.05). Therefore, this protein is 

unclear in the interpretation. 

A

. 
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Fig. 1. The expression of protein in honey products (1-7) on gel of SDS-PAGE by 

Coomassive staining (A), SDS-PAGE by Coomassive staining in gel documentary (B) and 

SDS- PAGE by Coomassive staining in gel documentary with LC-MS (C) on 15% gel at 100 

µg/well gel. Notics; Line Std. = Standard protein marker, Line Egg = Egg albumin.  

 

Conclusion: 

This study concluded that some fractions of FAD-binding PCMH-type domain-containing 

protein (60.0 kDa) may act as a general protein marker for flower honey and as a 
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geographical indicator in longan honey and some fractions of pectin esterase (62.1 kDa) 

could be a protein bands indicating the type of honey from longan flowers. However, this 

research is just a basic experiment to find protein marker of flowers and geographic sources 

of longan honey that require further advanced studies in the future.  
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Abstract:  

This study investigated the production process of young leaf tea from San Pa Tong variety 

rice leaves, analyzed the phytochemical constituents of the tea produced, and evaluated its 

antioxidation activities. The soft green color with good smell is obtained from the 9-day-old 

leaves of the San Pa Tong rice variety. The tea is processed by drying the fresh young leaves 

at 80C for 60 minutes. The phytochemical constituents and antioxidation activities of San Pa 

Tong young leaves tea were enhanced through extraction with hot water. The young leaf tea 

extract revealed the presence of reducing sugar, saponin, flavonoids, and terpenoids. The 

antioxidant properties and reducing power of the young leaf tea were identified via hot water-

based extraction. The results showed that the total phenolic content was 28.4 mg GAE/g 

sample, the antioxidant capacity was 3.81 mg/g for the DPPH assay, and the FRAP value was 

267 µmol/g sample. For all, the young leaves of San Pa Tong rice variety can be utilized for 

the production of a novel herbal drink with high potential for phytochemical and antioxidant 

compounds, contributing to a healthy food product. 

 

Introduction:  

Phytochemicals are active ingredients exclusively found in plants. These compounds 

encompass phenolics, tocols, sterol derivatives, and others [1]. Phenolic compounds exhibit 

antioxidant activity by inhibiting the formation of reactive oxygen species, thereby promoting 

human health. 

Tea is one of the most widely consumed beverages in the world. It is well-known that 

regular tea consumption offers numerous health benefits, including antioxidant, anti-

inflammatory, antimicrobial, and anti-carcinogenic effects. Phytochemical constituents found 

in tea leaves collectively account for up to 30% of their dry weight [2-5]. Green tea, oolong 

tea, and black tea, the three primary tea categories, are predominantly derived from the young 

green shoots of the tea plant [6]. The young green shoots of the plant contain abundant 

phytochemicals such as phenolics, terpenes, flavonoids, and anthocyanins, which are 

acknowledged as bioactive compounds. 

Rice (Oryza sativa L.) is a vital food crop in Asia and serves as the staple crop of 

Thailand, facing challenges from both biotic and abiotic factors that limit its production. In 

particular, the San Pa Tong Rice Variety stands out for its exceptional aromatic scent and 

uniquely soft texture, exclusive to Thailand's northern regions in Chiangmai Province. This 

study aims to focus on the production processes of young leaf tea from San Pa Tong variety 

rice leaves and to investigate the phytochemical constituents and antioxidative activities of 

the resulting tea product, aiming to evaluate its potential health-enhancing properties.  

 

 

 

 

 

829



2  (Full paper template) 
 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

Methodology:  

1. Plant materials 

Seeds of the San Pa Tong rice variety, bought at an organic market in Sansai, 

Chiangmai, Thailand, were soaked in water overnight. They were placed in trays (40×25×10 

cm) filled with coconut dust, kept at room temperature under natural daylight, and watered 

daily. On the 9th day, the leaves were collected, washed in distilled water, and air-dried at 

room temperature. Afterward, they were cut into 2 cm long segments. These samples, 

representing young leaves of the San Pa Tong rice, were used as materials for studying tea 

production processes. 

2. Exploring Tea Production Methods 

Trim the young leaves of San Pa Tong rice and bake them in a hot air oven at 80C 

for 30, 45, and 60 minutes. Afterwards, analyze the tea product from the young leaves for its 

physical properties through qualitative observation by the observer. 

 3. Phytochemical Extraction Process  

The tea leaf products are ground using a blender and mortar. Subsequently, the 

ground tea leaves are extracted for 15 minutes using various solvents: hot water (80C), 70% 

ethanol, 0.1% TCA, sodium acetate buffer pH 5, and potassium phosphate buffer pH 7.4. 

These extracts are stirred for 30 minutes, then centrifuged at 15,000 rpm for 15 minutes at 

4°C, and the supernatant is collected for subsequent analysis (first extraction). The residue 

remaining from the first extraction is then extracted with acetone under stirring for 30 

minutes at room temperature (except for the residue from ethanol extraction). This mixture is 

centrifuged at 15,000 rpm for 15 minutes at 4°C, and the supernatant is collected for 

subsequent analysis (second extraction), improved from Calzuola I. et al. [7]. The samples are 

then analyzed for phytochemical constituents.  
4. Phytochemical constituents  

 4.1 Testing for Reducing Sugars 

  Mixed 2 ml of the analyte sample with 5 ml of Benedict's reagent and 

heated it in a boiling water bath for 5 minutes. Observe for the formation of a brick-red 

precipitate indicating the presence of Reducing Sugars [8].  

 4.2 Test for Saponins 

  Take 2 milliliters of the extract and boil it in a water bath for 5 

minutes. Afterward, shake vigorously to generate foam, then let it stand for 10 minutes. 

Observing the formation of thick, persistent foam suggests the presence of saponins [9]. 

 4.3 Test for Flavonoids 

  Take 2 milliliters of the extract and boil it in a water bath until the 

volume reduces to 1 milliliter. Then, add 2-3 drops of sodium hydroxide solution. The 

solution will turn clear yellow. Afterward, add 2-3 drops of hydrochloric acid; it will turn 

colorless, demonstrating the presence of flavonoids [10]. 

 4.4 Test for Anthraquinone 

  Add 10 milliliters of benzene to 2 milliliters of the extract and shake 

thoroughly to mix. Then, filter the mixture and add 5 milliliters of a 10% ammonia solution 

to the filtered solution, shaking well to mix. Observe for the formation of a red or purple 

layer in the ammonia phase (lower layer); this indicates the presence of alkaloids [9]. 

 4.5 Test for Tanin 

  Add 5 milliliters of water to 2 milliliters of the extract. Then, add 2-3 

drops of 10% ferric chloride and shake well to mix. If a dark green or deep blue color is 

observed, tannin is present [9]. 
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 4.6 Test for terpenoids 

Add 2 milliliters of chloroform to 5 milliliters of the extract, then slowly add 3 

milliliters of sulfuric acid to allow for layer separation. Afterwards, observe for a red-brown 

color between the layers of the solution, indicating the presence of terpenoids [9]. 

5. Antioxidation properties 

 5.1 The total phenolic content (Folin – Ciocalteu assay) 

The total phenolic content (TPC) was determined using the modified 

Folin-Ciocalteu photometric method [11]. The reaction mixture was prepared by combining 

0.5 mL of the sample (1000 ppm) with 1 mL of 10% Folin-Ciocalteu reagent, followed by the 

addition of 1 mL of 7% Na2CO3 solution. The solution was adjusted to a final volume of 5 

mL with distilled water. The absorbance was measured at 765 nm after 2 hours of incubation 

in the dark at room temperature, using a blank as a reference. Gallic acid was used as the 

standard. The total phenolic content was expressed as milligrams of Gallic acid equivalents 

(GAE) per gram of crude extract. 

 5.2 Ferric Reducing Antioxidant Power assay (FRAP) 

The total antioxidant potential of a sample was assessed using a 

modified assay for Fe³⁺ to Fe²⁺ reduction. 0.1 mL of the sample was added to a test tube 

containing 3 mL of FRAP reagent, followed by the addition of 0.3 mL of deionized water. 

The absorbance was measured at 595 nm after incubating for 10 minutes. A standard curve 

was constructed using various concentrations of Gallic acid [12]. The results were reported as 

micromoles of Gallic acid equivalents (GAE) per gram of sample. 

 5.3 Free radical scavenging activity (DPPH assay)  

The radical scavenging activity of the tea was measured to assess 

antioxidant activity using the DPPH method [11]. In brief, 0.2 mL of the sample solution 

(100–1000 ppm) in methanol was added to 3 mL of a 0.3 mM DPPH solution. The mixtures 

were set aside in a dark area for 2 hours, and the absorbance was measured at 517 nm, using 

an equal amount of DPPH and methanol as a blank. Reference standard compound being 

used was ascorbic acid. 

The percent DPPH scavenging effect was calculated by using following equation: 

 

DPPH scavenging effect (%) = A0 - A1 / A0 × 100 

 

Where A0 was the absorbance of control reaction and A1 was the absorbance in presence of 

test or standard sample. 
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Results and Discussion:   

Tea production processes 

Trim the young leaves of San Pa Tong rice and bake them in a hot air oven at 80°C 

for 30, 45, and 60 minutes. The physical properties of the tea product are shown in Table 1.  

 

Table 1 
The physical properties of the tea product from young leaves of San Pa Tong rice 

Temperature Time (min) Physical 

80C 

30 Appears moist 

Greenish-yellow color 

Smells of green odor 

45 Appears moist 

Greenish-yellow color 

Smells of green odor 

60 Light green color 

Aroma 

 

In the study of tea production from young leaves of San Pa Tong glutinous rice, the 

leaves were baked at 80°C for varying durations: 30 and 45 minutes. Data were collected 

through direct observation of physical characteristics to establish baseline information and to 

detect real-time changes. The tea leaves obtained had a greenish-yellow color and emitted a 

green odor characteristic of rice leaves, which aligns with the findings reported by 

Sakulnarmrat K. et al. in 2018 [13]. Tea baked for 60 minutes exhibited a light green color 

and an aroma suitable for consumption. Additionally, it was observed that when the tea baked 

for 30 and 45 minutes was stored at room temperature, its color changed to yellow. This 

change may be attributed to the remaining moisture in the tea, which affects the alteration of 

various components in the leaves. Therefore, it can be concluded that using 9-day-old rice 

leaves baked at 80C for 60 minutes is an appropriate process for tea production. The tea can 

then be studied for its phytochemical composition, including the analysis of total phenolic 

compounds and the evaluation of antioxidant activity. 

Phytochemical constituents 

The ground tea leaves were extracted for 15 minutes using various solvents: hot water 

(80C), 70% ethanol, 0.1% TCA, sodium acetate buffer pH 5, and potassium phosphate 

buffer pH 7.4. The extracts were analyzed for phytochemical constituents, and the results are 

shown in Table 2. 

The extraction of tea from young leaves of the San Pa Tong rice variety using 

different solvents revealed that each solvent extracted phytochemicals differently, depending 

on the solvent's properties. The study found that hot water (80C, 15 minutes) was the most 

effective solvent for extracting a wide range of phytochemicals. Therefore, in subsequent 

experiments, hot water will be used to extract compounds from the young leaves of the San 

Pa Tong rice variety for further analysis of the total phenolic content. 
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Table 2. 

The phytochemical constituents of the tea product from young leaves of San Pa Tong rice 

Solvent 
Phytochemical 

1st Extraction 2nd Extraction 

Hot water (80C) Reducing sugar 

Terpenoids 

Saponins 

Flavonoids 

Reducing sugar 

Terpenoids 

Saponins 

Flavonoids 

70% Ethanol Reducing sugar 

Terpenoids 

Flavonoids 
Not determined 

0.1% TCA Reducing sugar 

Saponins 

Flavonoids 
Terpenoids 

Sodium acetate buffer pH 5 Flavonoids Terpenoids 

Potassium phosphate buffer pH 7.4 Reducing sugar 

Flavonoids 
Terpenoids 

 

Antioxidation properties 

The young leaves of the San Pa Tong rice variety were dried at 80°C for 60 minutes 

and then extracted with hot water to produce the tea and study their antioxidant capacity 

using various techniques. The total phenolic content (TPC) was determined using the 

modified Folin-Ciocalteu photometric method. The radical scavenging activity of the tea was 

measured to evaluate its antioxidant activity using the DPPH method. The total antioxidant 

potential was assessed using a modified assay for Fe³⁺ to Fe²⁺ reduction, with the results 

presented in Table 3. 

 

Table 3.  

Antioxidant potential of tea 

Type of tea 

Antioxidation properties 

TPC 

(mg GAE/g sample) 

DPPH 

(mg/g) 

FRAP value 

(µmol/g sample) 

Young leaf San Pa Tong rice tea 28.4±0.3 3.81 267.0±10.0 

Khao Dok Mali 105 leaf rice tea 

[13] 

36.6±1.6 4.67 215.3±13.1 

Homnil leaf rice tea [13] 16.4±1.1 4.52 441.9±13.1 

Green tea [13] 32.8±1.6 3.57 685.5±21.7 

 

The antioxidant potential of rice leaf tea extracts was evaluated using three 

parameters: TPC, DPPH, and FRAP values. The TPC values measured in young leaf San Pa 

Tong rice tea were similar to those in Khao Dok Mali 105 leaf rice tea and green tea, and 

higher than those in Homnil leaf rice tea. The DPPH radical scavenging activities were 
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closely associated with green tea, although they were lower than those of Khao Dok Mali 105 

leaf rice tea and Homnil leaf rice tea. In contrast, the superior FRAP values in young leaf San 

Pa Tong rice tea were similar to those of Khao Dok Mali 105 leaf rice tea, but they were 

lower than those in Homnil leaf rice tea [13]. Notably, among the total antioxidation activity 

accessions of young leaf San Pa Tong rice tea, significantly positive correlations were 

observed among the three parameters. 

 

Conclusion:  

In summary, young leaves of the San Pa Tong rice variety can be utilized for the production 

of a novel herbal drink. They are good sources of phytochemicals and exhibit high 

antioxidant potential. This study indicates that young leaves of the San Pa Tong rice variety 

present interesting properties for a healthy drink product.  
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Abstract:  

Bacterial sepsis is a life-threatening illness caused after the immune system becomes 

excessively stimulated in response to an infection. This leads to an overproduction of 

inflammatory cytokines, which causes dysfunction and damage in several organ systems. 

Lipopolysaccharides (LPS) are molecules found on the surface membranes of pathogenic 

bacteria. LPS can induce the production of inflammatory cytokines, which leads to cellular 

damage and cell death. The management in a sepsis patient involves prioritizing the treatment 

of the infection, providing support for vital organs, and regulating the inflammatory response. 

The secretory leukocyte protease inhibitor (SLPI) exhibits numerous physiological activities, 

especially the regulation of inflammation, and possessing anti-bacterial properties. However, 

SLPI has a short half-life in blood circulation; the carrier for SLPI is still needed. One of the 

well-known carriers for protein delivery is lipid nanoparticles (LNPs). In this study, we 

hypothesized that LNPs delivery of recombinant human SLPI (rhSLPI) could protect LPS-

induced cellular injury. The cytotoxicity of LPS was evaluated using the human embryonic 

kidney (HEK293T) cell lines as a mimic in vitro sepsis model. The results showed that 100 

g/mL of LPS increased lactate dehydrogenase (LDH) activity level, indicating cellular 

injury, and significantly reduced cellular viability as measured by the MTT assay. rhSLPI 

was loaded into the LNPs, which were fabricated by the thin film hydration method. The 

physical characterization of SLPI-loaded LNPs showed a size of 108.00  0.32 nm and a zeta 

potential of -58.65  1.54 mV. Pre-treatment of SLPI-loaded LNPs, at concentrations of 1, 

10, and 100 g/mL, on HEK293T cells prior to exposure to 100 g/mL of LPS could 

significantly increase cell viability when compared to the LPS treated group. In conclusion, 

the SLPI-LNPs have the potential to provide cellular protection in the bacterial LPS mimic 

bacterial sepsis could be a potential novel therapeutic agent against systemic sepsis. 

 

Introduction:  

Sepsis is an emergency condition characterized by a systemic immune response to an 

infection that results in organ dysfunction and death.1 Globally, sepsis affects more than 30 

million individuals per year, with mortality rates of approximately 41 percent in Europe and 

28.3 percent in the United States.2, 3 Microorganism infection, particularly bacteria in blood 

circulation, causes sepsis. A prospective nationwide cohort study of consecutive adult 

patients with sepsis showed that the most common pathogen was Escherichia coli (21.5% ), 

followed by Klebsiella pneumoniae (9 . 0 % ) .4 In response, the innate immune system, 

including neutrophils, macrophages, monocytes, and natural killer cells of the host cells, is 

stimulated to produce proinflammatory cytokines, to eliminate the microorganism.5 The 

innate immune cells bind to pathogen-associated molecular patterns (PAMPs), such as 

bacterial endotoxins, or damage-associated molecular patterns (DAMPs), which are the 

intracellular molecules secreted by damaged cells. These pathogenic factors bind to specific 
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monocyte and macrophage receptors, including C-type leptin receptors, NOD-like receptors, 

and toll-like receptors (TLRs). Signal transduction pathway activation releases 

proinflammatory cytokines, such as TNF-, IL-1, and IL-6 . The increasing production of 

inflammatory cytokines produces a ‘cytokine storm’ in host. This event affects many cells 

and organs, resulting in cellular damage and leading to organ dysfunction.6 

On the surface membranes of the pathogenic bacteria, there are the molecules called 

lipopolysaccharide (LPS), including endotoxin, which can be released and accumulate in 

bloodstream.7 In circulation, LPS will be recognized by Toll-like receptor-4 (TLR-4) located 

on the immune cell surface, which can enhance the production of proinflammatory cytokines. 

Moreover, LPS can increase protease-activated receptor-2 (PAR-2) expression, which 

activates the inflammation,8 and LPS can induce protease activity such as caspase-3, which 

could activate cellular apoptosis.9 Therefore, using Gram-negative bacteria's 

lipopolysaccharide (LPS) can represent the model of an in vitro study that mimic the 

pathophysiology of bacterial sepsis. 

There are various studies aimed at treating the sepsis conditions; however, the specific 

therapy remains unclear.10 The antibiotic drugs are widely used for eliminating the 

microorganism infection in circulation. During suspected or confirmed cases of sepsis, the 

broad-spectrum antibiotic drugs are initiated for the treatment of sepsis.11 However, the use 

of broad-spectrum antibiotics poses the risk of developing multidrug-resistant (MDR) 

organisms, necessitating higher doses or changes in antibiotic therapy for septic patients.11 

This can lead to adverse effects for the patient. Anti-inflammatory drugs for sepsis are still 

undergoing investigation, with the focus on regulating the overproduction of 

proinflammatory cytokines.12 

Secretory leukocyte protease inhibitor (SLPI) provides an anti-inflammatory effect by 

attenuating nuclear factor kappa B (NF-B) transcription,13 resulting the transcription of pro-

inflammatory genes.14 In addition, SLPI also showed anti-apoptotic activity, and it’s 

antiprotease activity also contributes to cell differentiation and viability.15, 16 Moreover, an in 

vitro study demonstrated the antimicrobial activity of SLPI against gram-positive and gram-

negative microorganisms.17 SLPI is one of the candidates for use in sepsis management, due 

to its anti-inflammatory and antimicrobial activity. However, the use of SLPI in therapeutics 

has limitations. The circulation's protease enzyme can break down the SLPI in the 

bloodstream, resulting in a short half-life. As a result, the SLPI delivery system is still 

required for stability and to extend its half-life. 

This study aimed to investigate the cytoprotective effects of SLPI in the bacterial LPS 

mimic bacterial sepsis by fabricating the lipid nanoparticles (LNPs) by thin film hydration 

method to deliver the recombinant human SLPI (rhSLPI) (Figure 1a). Pre-treatment of the 

HEK293T cell line with SLPI-loaded LNPs, after that, the LPS was treated to perform in 

vitro sepsis conditions and measure the cell viability (Figure 1b). 
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Figure 1.  

Schematic diagram. (a) Lipid nanoparticles fabrication, (b) Pretreatment of SLPI-LNPs in 

sepsis conditions 

 

Methodology:  

Reagent and chemical 

Dulbecco’s modified Eagle’s medium (DMEM), fetal bovine serum (FBS) and 

trypsin-EDTA were purchase from Gibco (Gibco BRL; Life Technologies Inc. New York, 

USA). Lipopolysaccharide O55:B5 was purchase from Sigma-Aldrich (USA). 

 

Cell culture and sub-culture 

The human embryonic kidney cell line (HEK293T) was purchased from American 

Type Cell Culture (ATCC-CRL3216) and cultured in Dulbecco's Modified Eagle Medium 

(DMEM) supplemented with 10% (v/v) heat-inactivated Fetal Bovine Serum (FBS), 

penicillin, and streptomycin. The cells were maintained under conditions of 37 C under 5% 

carbon dioxide (CO2) and 95% air throughout the experiment. When the cells density exceeds 

70 - 80% confluence, the cells were sub-cultured.  

 

SLPI-LNPs fabrication 

 The protocol for liposome nanoparticle preparation was performed by following the 

previous report18 by the conventional thin film hydration method. The lipid molecules 

mixture ratio was 7:3 of DOPS: Cholesterol, in chloroform: methanol. Then the mixture was 

removed by a rotary evaporator until a dry thin film lipid was formed on the flask. 

Rehydrating was performed by dissolving the lipid film with sterile distilled water for blank-

LNPs and the recombinant human SLPI (rhSLPI) in sterile distilled water for SLPI-LNPs. 

The lipid nanoparticles were reduced in size by extrusion with a mini extruder. The blank-
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LNPs and SLPI-mRNA were characterized for their physical properties and used in the next 

experiments. 

 

Characterization of lipid nanoparticles 

 The nanoparticles were measured size, polydispersity index (PDI), and zeta potential 

by Zetasizer Pro (Malvern Panalytical, UK). The PDI is measured to evaluate the distribution 

of the particles molecular weight. The larger the PDI, the higher the molecular weight 

distribution.19 The zeta potential is a measurement of the electrical charge around the surface 

of nanoparticles, which exhibit the stability of nanoparticles. 

 

Determination of cellular injury and viability of LPS 

 LPS was diluted by 1% fetal bovine serum in Dulbecco’s modified Eagle’s medium 

(DMEM) the final concentration of LPS was 100 g/mL. The HEK293T cells were seeded to 

96-well plate at a concentration of 100,000 cells/mL for 200 L/well, which were divided 

into two groups including control group and LPS treated group. In LPS treated group, cells 

were treated with 100 g/mL of LPS dissolve in culture medium for 24 hours. After that, the 

cell viability and cell injury in the treated condition were determined by MTT assay and 

released LDH activity assay, respectively. 

 

Pre-treatment of SLPI-LNPs 

The HEK293T cells were seeded to 96-well plate at a concentration of 100,000 

cells/mL for 200 L/well, which were divided into three groups, including control, treated 

blank-LNPs and treated SLPI-LNPs. The HEK293T cells were treated 1, 10, 100 g/mL of 

blank-LNPs or SLPI-LNPs for 2 hours. After that, 100 g/mL of LPS was added to the cells 

in both groups and incubated for further 24 hours. At the end of treatment protocol, cell 

viability was determined by MTT cell viability assay. 

 

MTT cell viability assay 

 The culture medium was replaced with 0.5 mg/mL MTT reagent and incubated for 2 

hours at a temperature of 37 C. Afterwards, the MTT reagent was removed, and dimethyl 

sulfoxide (DMSO) was added to dissolve the formazan crystal. The optical density (OD) was 

assessed using a spectrophotometer at a wavelength of  570 nm. 

 

LDH cell injury measurement 

 The released LDH activity was quantified from the collected sample by Pierce Lactate 

Dehydrogenase (LDH) Cytotoxicity Assay Kit. The collected medium was mixed with the 

reaction mixture in a 1:1 ratio, resulting in a total volume of 100 µL and incubated at room 

temperature for 30 minutes. Subsequently, 50 µL of stop solution was added. The absorbance 

was measured at a wavelength of  490 nm and  680 nm.  

 

Statistical analysis 

All experiments performed in triplicate. Data reported as mean  standard error. The 

unpaired t-test was calculated to determine the significance of all group data. The p value 

<0.05 was considered as significant.  

 

Results and Discussion:  

Characteristic of lipid nanoparticles 

 The results of LNP characterization revealed that the sizes of blank LNPs and SLPI 

LNPs were 107.70 ± 0.42 nm and 108.00 ± 0.32 nm, respectively (Figure 2a). The PDI of 
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blank-LNPs and SLPI-LNPs were 0.071  0.010 and 0.083  0.003, respectively (Figure 2b). 

The zeta potential of blank-LNPs and SLPI-LNPs were -65.64  3.34 mV and -58.65  1.54 

mV, respectively (Figure 2c). The particles size of SLPI-LNPs were greater than blank-LNPs 

significantly and the zeta potential of SLPI-LNPs were significantly lower than blank-LNPs. 

PDI in both group of nanoparticles showed nonsignificant different. The greater the zeta 

potential, the greater charge on the particle surfaces, which results in stronger repulsive forces 

between the particles that prevents the aggregation and enhance the particle stability.20 The 

zeta potential of blank-LNPs and SLPI-LNPs are more than  30 mV which provide the 

stability of lipid particles and indicate the monodisperse of LPNs.21 The negative charge of 

particle surface can also pass through cell barrier, however, a more negative charge on 

particle surfaces indicates lower cell permeability comparing with the positive charge.22 

Therefore, further engineering of the LNP surfaces to synthesize a more positive charge is 

necessary to enhance the particles’ ability to permeate the cell membrane effectively. 

Nevertheless, further experimentation is required to examine the shape of the nanoparticles, 

such as by the utilization of a transmission electron microscope (TEM). Moreover, the 

percentage of drug encapsulation and release profile needs to be determined. 

 

 
Figure 2.  

Characteristic of lipid nanoparticles. (a) particles size, (b) polydispersity index (PDI), (c) zeta 

potential. *p < 0.05, **p < 0.01, ***p < 0.001. 

 

LPS treatment induce cellular toxicity in HEK293T cells 

 Following the administration of LPS, the LDH levels in the collected medium were 

measured. The fold change in LDH activity release for the control group was 0.075  0.004, 

while for the LPS group was 0.106  0.013. The LDH level released in LPS-treated cells 

showed a considerable increase compared to the control group, as shown in Figure 3a. The 

elevation in LDH level in the medium suggests that there has been disruption to the cell 

membranes, resulting in cellular apoptosis, necrosis, or other types of cellular injury.23  

The MTT cell viability assay showed that the percent cell viability of LPS treated 

group was 67.10  1.91 percent, which significantly lower than that of control group (Figure 

3b), indicated that the LPS treatment cause cell death. This finding has a favorable 

relationship with the findings of the observed increase in LDH-release. Thus, an in vitro 
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treatment using bacterial LPS could serve as a model to replicate the cellular pathophysiology 

observed in response to bacterial sepsis. 

 

 
Figure 3. 

Cytotoxicity of lipopolysaccharide. (a) Cell injury by LDH assay, (b) cell viability by MTT 

assay. *p < 0.05, **p < 0.01, ***p < 0.001. 

 

Pretreatment of SLPI-loaded lipid nanoparticles showed cytoprotective effect in LPS-induced 

cellular toxicity  

 The percentage of cell viability in blank-LNPs treated group (1, 10 and 100 g/mL) 

followed by LPS exposure showed a significant reduction in cell viability at all concentration 

when compared to the control group 59.30  2.58%, 54.72  1.90%, and 58.88  0.54%, 

respectively. Pre-exposure to SLPI-LNPs at concentrations of 1, 10, and 100 g/mL before 

being exposed to LPS resulted in significantly increased cell viability of 97.75  5.77%, 

92.44  6.52%, and 78.15  6.03%, respectively (Figure 4). The findings indicate that the 

percentage of viable cells considerably increased when they were pretreated with SLPI-LNPs, 

as compared to blank-LNPs, at each concentration prior to being exposed to LPS. Although, 

the MTT assay can be interfered by LNPs due to their lipid droplets,24 this study analyzed the 

relative percentage of cell viability comparing between blank-LNPs and SLPI-LNPs, in the 

similar concentration used in the study. Therefore, the interference could be normalized by 

using blank-LPNs and might not affect the interpretation of the result. This suggests that 

SLPI-LNPs have a protective effect against cellular toxicity generated by LPS. Thus, SLPI-

LNPs have the potential to offer a new and effective therapeutic impact for systemic sepsis.  

Nevertheless, although the MTT assay showed a declining tendency with increased 

concentrations of LNPs, further experiments are required to explore the harmful effects of 

blank-LNPs and SLPI-LNPs. Furthermore, it is necessary to evaluate the cytoprotective 

properties of SLPI-LNPS both before and after treatment in order to simulate the therapeutic 

application for sepsis patients and counteract LPS-induced cellular damage. 

840



 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

 
Figure 4. 

Cytoprotective effect of SLPI in LPS-induced cellular toxicity.  

*p < 0.05, **p < 0.01, ***p < 0.001. 

 

Conclusion:  

 In conclusion, the SLPI-LNPs have cytoprotective benefits against cellular damage 

generated by bacterial LPS. The cytoprotective properties in different organs should be 

investigated and the nanoparticles should also be designed to improve the specificity towards 

particular organs. Furthermore, further investigation is required to determine whether SLPI-

LNPs might be utilized for their anti-inflammatory properties in conjunction with their anti-

bacterial activity in sepsis situations. 
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Abstract:  

Ischemic heart disease (IHD) is a major cause of death worldwide, with almost 9 million 

fatalities in 2019. Using nanoparticles to deliver therapeutic molecules is beneficial 

for myocardial ischemia/reperfusion (I/R) injury. However, nanoparticles have significant 

limits when applied to effectively target cells and organs. Cell membranes are employed for 

covering synthetic nanoparticles to improve their targeting abilities, enhance their stability, 

and reduce their toxicity. Cell membranes from several cell types, such as red blood cells 

(RBC), immune cells (WBC), platelets, cancer cells, and stem cells, have been reported to 

enhance selective delivery. However, using cardiac cell membranes for coating nanoparticles 

has not been reported before. In this study, cardiac cell membrane (cCM) was extracted from 

human ventricular myocytes (AC16) and coated on mesoporous silica nanoparticles (MSN) 

to form a novel cardiac cell membrane-coated mesoporous silica nanoparticle (cCMCMSN). 

The cCMCMSN were characterized for size, zeta potential, protein coating, and morphology. 

The result showed that MSN, cCM, and cCMCMSN have a size of 94.33 nm, 117.30 nm, and 

109.50 nm, respectively, and zeta potentials of -33.40  0.05 mV, -33.56  0.47 mV, and -

32.57  0.46 mV, respectively. Transmission electron microscopic examination showed a 

thin layer of cell membrane surrounding MSN, suggesting the successful coating process, 

which was confirmed by the appearance of protein on cCMCMSN. In conclusion, this is the 

first study to show cardiac cell membranes could be coated with nanoparticles. These 

nanoparticles will be used for drug delivery, especially for the treatment of cardiovascular 

diseases. 

 

Keywords: ischemic heart disease, cardiac cell membrane-coated nanoparticles, mesoporous 

silica nanoparticles, targeted drug delivery, nanoparticles 

 

Introduction:  

Cardiovascular disease (CVD) is a leading cause of death worldwide, with ischemic 

heart disease (IHD) representing the most prevalent cause.1 In addition, IHD causes 

myocardial infarction (MI), a serious condition marked by necrosis in ischemia (I) of the 

cardiac muscle caused by insufficient circulation through the coronary arteries.2 Currently, 

treatments such as cardiac bypass surgery are employed to restore the supply of blood, a 

process called reperfusion, which leads to cell death known as reperfusion injury.3 Both 

injuries are called “ischemia/reperfusion (I/R) injuries,” which are a significant research 

challenge to finding a cure for heart attack.  

Nanomaterials have demonstrated significant potential for challenges associated with 

off-target side effects, long-term toxicity, and limited diagnostic or therapeutic efficacy.4 

Nanoparticles are able to improve the stability, bioavailability, and efficacy of encapsulation 

to control drug release and drug delivery into cells or tissues.5 However, nanoparticles 

843



2  (Full paper template) 
 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

present limitations in terms of uncontrolled immune responses and specific targets when 

applied to administration.6 Therefore, the application of surface modification of nanoparticles 

has the potential to enhance the specificity of specific targets.7  
Cell membrane-coated nanoparticles (CMCNPs) are an innovative kind of biomimetic 

nanoparticles combining cellular membranes with engineered nanoparticles to efficiently 

deliver therapeutic drugs.8 The application of a natural cell membrane for covering 

nanoparticles provides enhanced stability, decreased immune system response, and a 

prolonged circulation half-life. Furthermore, it provides a variety of cell-like biological 

functions due to the presence of functioning membrane proteins.9Previous 

studies have demonstrated that CMCNPs have been applied in cardiovascular disease 

(CVD), including red blood cells (RBCs) to improve compatibility within the bloodstream,10 

immune cells (WBCs) for targeted delivery of nanoparticles to inflammatory sites,11-13 

platelets for the treatment of atherosclerosis,14 cancer cells to prolong the half-life of 

nanoparticles,15 and stem cells to reduce ischemia/reperfusion (I/R) injury.16 However, the 

use of cardiac cell membrane-coated nanoparticles has never been demonstrated.  

This study aimed to fabricate cardiac cell membrane-coated mesoporous silica 

nanoparticles (cCMCMSN) Figure 1. and investigate their physical characteristics for drug 

loading purposes. 

 

Figure 1. 

Schematic diagram of cardiac cell membrane-coated mesoporous nanoparticles 

 

Methodology:  

Chemical and reagent 

Tetraethyl orthosilicate (TEOS, 98.0%), cetyltrimethylammonium ammonium 

bromide (CTAB), Tris-HCl, magnesium sulfate, and ethanol were purchased from Sigma-

Aldrich (Milwaukee, Wis., USA). We purchased Sodium hydroxide and hydrochloric acid 

from RCI Labscan Limited (Thailand). Dulbecco's Modified Eagle Medium (DMEM), Fetal 

bovine serum (FBS), penicillin, streptomycin, and trypsin-EDTA were purchased from Gibco 

(Gibco BRL; Life Technologies Inc., New York, USA). 

 

Cell and cell culture 

Human Cardiomyocyte Cell Line (AC16) was purchased from American Type Cell 

Culture (ATCC-CRL3568). Cells were cultured in DMEM supplemented with 10% (v/v) of 

fetal bovine serum (FBS) and 5000 units/mL of penicillin/streptomycin. Cells were kept at 

37°C in a humidified atmosphere of 95% air and 5% carbon dioxide. 
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Synthesis of mesoporous silica nanoparticles (MSN) 

The MSN was synthesized by a modified Stober method.17 Brifly CTAB was 

incubated with DI water and ethanol at 50 °C for 20 min with stirring at 750 rpm. Then, 

TEOS and sodium hydroxide were added to the solution and incubated at 50 °C for 2 h. After 

that, the solution was incubated at room temperature. After incubation, the solution was 

centrifuged at 5200 g for 10 min and then extracted with HCl and ethanol twice. The 

nanoparticles were washed three times with ethanol, water, and ethanol and dried under 

freeze-dry. 

 

Extraction and preparation of c-CMMSN 

The extraction protocol was followed by Jang Y, et al.18 The AC16 cell line was 

cultured in a T-175 flask and harvested by trypsin-EDTA. The cells were resuspended in 10 

mL of TM buffer that contains 50 mM Tris-HCL, pH 7.4, 10 mM magnesium sulfate, and 1 

tablet of DETA-free protease inhibitor. The cells were homogenized by the probe 

homogenizer at 6000 rpm for 5 min and sonicated by the probe sonicator at 150 W for 5 min. 

Then, the solution was centrifuged at 100,000 g at 4 °C for 1 h. The supernatant was 

discarded, and the pellet was collected. The cell membrane was determined by the Bradford 

assay. For coating, MSN was incubated with the cell membrane in a mass ratio of 2:1. The 

solution was sonicated by the probe sonicator at 150 W plus 2 sec for 5 min, centrifuged at 

10,000 g for 10 min at 4 °C, and extruded through 200 nm of polycarbonate membrane. 

 

Physical characteristics of nanoparticles 

The nanoparticles were measured for size, polydispersity index (PDI), and zeta 

potential by Zetasizer (Malvern, England). The morphology of nanoparticles was evaluated 

by transmission electron microscopy (TEM) JEM 2010. The sample was fixed with 2% 

glutaraldehyde for 30 min and stained with phosphotungstic acid (PTA) for 15 s. 

 

Determination of cell membrane proteins by sodium dodecyl sulfate-polyacrylamide gel 

electrophoresis (SDS-PAGE) 

The samples were mixed with SDS sample buffer and boiled at 95 °C for 5 min. The 

protein was separated by using 10% polyacrylamide gel at 120 v. The protein was stained 

with Coomassie Brilliant Blue R250, followed by appropriate destaining. 

 

Encapsulation of nanoparticles 

Encapsulation was performed by incubating 10 mg of MSN with 0.04 mM of 

rhodamine B. The solution was incubated for 24 h. After incubation, cCM was added to the 

solution, then sonicated and extruded through 200 nm of polycarbonate membrane. The 

nanoparticles were washed twice with DI. Washing solutions were measured for rhodamine B 

concentration at 554 nm. 

 

Statistical analysis 

All data were evaluated by mean  standard deviation (SD). The Tukey-Kramer test 

was calculated to determine the significance of all group data. A p-value of less than 0.05 was 

considered statistically significant. 

 

Results and Discussion:  

Physical characteristics 
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The result showed that the size of MSN, cCM, and cCMCMSN was 94.33  19.22 

nm, 117.30  17.41 nm, and 109.50  18.99 nm, respectively Figure 2a. The PDI of MSN, 

cCM, and cCMCMSN are 0.34  0.03, 0.68  0.02, and 0.48  0.05, respectively Figure 2c. 

The zeta potential of nanoparticles was -33.40  0.05 mV, -33.56  0.47 mV, and -32.57  

0.46 mV, respectively Figure 2b. The zeta potential of cCM and cCMCMSN was 

significantly lower than MSN. The PDI of nanoparticles was 0.33  0.03, 0.86  0.02, and 

0.48  0.05, respectively. The PDI was significantly different from each other. 

This study is the first study of synthesized cardiac cell membrane-coated mesoporous 

silica nanoparticles for delivery to a specifically targeted heart. In this study, we extracted the 

cell membrane by the probe homogenizer and enhanced the existence of fragments by the 

probe sonicator. Following ultracentrifugation, the cell membrane was exposed to sonication 

to produce vesicles. Subsequently, MSN was exposed to the cell membrane and received 

sonication to coat the particles with the cell membrane. We ensured the coating of MSN with 

a cell membrane by extruding through a polycarbonate membrane. 

The physical characteristics represented by the dimensions of cCMCMSN are larger 

than MSN because it consists of the cCM coating, which is a thin cell membrane surrounding 

the MSN. The size of the cCM is less than 200 nm because it was extruded through a 200 nm 

polycarbonate membrane Figure 2a. The PDI is used to determine the quantity of variety in a 

size distribution of particles.19 In this study, the PDI of particles was between 0.1 to 0.7 

which represented monodispersed particles Figure 2b. Zeta potential was used to quantify 

the electric charge present on the surface of the nanoparticle. The zeta potential of cCM was 

similar to MSN, resulting, in the charge of cCMCMSN was not different from MSN Figure 

2c. The stability of particles is determined by the zeta potential value at a surface potential, 

typically more than ± 35 mV, which prevents coagulation by electrostatic repulsion.20 MSN, 

cCM, and cCMCMSN can cause high PDI due to the particles having a negative charge 

higher than -35 mV, which leads to their aggregation. 

 

 
Figure 2. 

Physical characteristics of nanoparticles. a) size, b) PDI, and c) zeta potential. *p < 0.05, **p 

< 0.01, ***p < 0.001. 

 

Morphology of nanoparticles 

The TEM was used to identify and determine the morphology of nanoparticles Figure 

3. The result showed that MSN was a spherical shape with porous particles Figure 3a, cCM 

presents the double layer of the membrane which was a round shape, and hollow particles 

Figure 3b, and cCMCMSN showed a spherical shape, a thick edge of particles, and a smooth 

surface Figure 3c. The result represented MSN and cCMCMSN have similar diameters. 

The morphology of particles presented by TEM. MSN were initially sphere particles 

with porous which were extracted by CTAB21 Figure 3a. The cCM was a round shape and 
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double layers of membrane, which were extracted from cardiac cells Figure 3b. The surface 

of MSN was changed to a thin layer when covered with the cell membrane surrounding 

Figure 3c. 

 

a b c

 
Figure 3. 

Images of TEM. a) MSN, b) cCM, and c) cCMCMSN. Scale bar, 200 nm. 

 

Determination of cell membrane protein on cCMCMSN 

The SDS-PAGE was used to separate protein from coated nanoparticles. The result 

showed that cell lysis, cCM, and cCMCMSN presented bands of proteins. The bands of 

protein presence on cCMCMSN were similar to the protein presented from the isolated 

cardiac cell membrane (cCM). However, there were no proteins present in MSN Figure 4. 

The membrane protein ingredients of MSN, cCM, and cCMCMSN were 

demonstrated by SDS-PAGE Figure 4. The cell lysis (AC19 cells) was separated to be the 

whole proteins for evaluation with other nanoparticles. cCM, extracted AC16 cells, had 

protein ingredients similar to cell lysis. However, some bands disappeared due to 

centrifugation for isolating membrane fragments from other cell components, such as 

mitochondria.5 The MSN had no protein bands suggesting they were not coated with cell 

membrane. cCMCMSN presented a similar protein band pattern as cCM, indicating that 

MSN was coated with cCM. 
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Figure 4. 

Proteins are separated by SDS-PAGE containing protein marker, cell lysis, cCM, MSN, and 

cCMCMSN. Stained with Coomassie Brilliant Blue. 
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Encapsulation efficiency 

The result showed encapsulation of MSN and cCMCMSN is 94.15  1.60%, and 

94.53  0.81%, respectively. 

In this study, we successfully encapsulated rhodamine B into nanoparticles. MSN can 

encapsulate rhodamine B almost 95 % of mass rhodamine B. In addition, cCM-coated MSN 

showed a percentage of encapsulation efficiency similar to MSN. 
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Figure 5.  

Encapsulation of MSN and cCMCMSN 

 

There are various limitations in this current study. The nanoparticles synthesized in 

this study have not been evaluated for drug release, cytotoxicity, and especially for selectivity 

targeting cardiac cells. Therefore, further determination of this study will focus on evaluating 

drug release, cytotoxicity, and specificity to cardiac cells. This has the potential to provide 

additional knowledge into the process of cell membrane coating and drug delivery. 

The previous work indicated that secretory leukocyte protease inhibitor (SLPI) 

exhibits a cardioprotective effect against myocardial ischemia/reperfusion (I/R) injury.22-24 

The previous study showed that gelatin-coated silica nanoparticles (GSNPs) utilized for 

encapsulating SLPI can decrease cell death during simulated ischemia/reperfusion (I/R) 

conditions.25 The further study, we will utilize the cCMCMSN technique for delivering SLPI 

specifically to the heart, to reduce cellular damage caused by ischemia/reperfusion (I/R). We 

will perform a study outside of a living organism on a heart that has been separated from the 

body, or we will use an animal model where we tie off the left anterior descending (LAD) 

coronary artery. The purpose of this study is to evaluate how successful cCMCMSN is in 

delivering SLPI specifically to the heart, to lower the extent of tissue damage caused by a 

heart attack and improve the overall function of the heart. 

 

Conclusion:  

In conclusion, this is the first study of cardiac cell membrane-coated mesoporous 

silica nanoparticles for cardiac delivery. We could extract and isolate the cardiac cell 

membrane by using homogenization, and sonication and coat it by sonication and extrusion. 

The cCMCMSN has the potential to be used for the delivery of drugs. 
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Abstract:  

Osseointegration is a crucial process in which bone cell ingrowth into a metal medical or 

dental implant. Titanium (Ti) surface modification was used to improve the osseointegration 

and success rate of implantation. Surface modification by plasmatization or protein coating 

has been shown to improve osteoblasts adhesion. Our recent study showed that coating Ti 

surface with recombinant human secretory leukocyte protease inhibitor (rhSLPI) enhanced 

osteoblast adhesion, proliferation, and differentiation. However, plasmatization of Ti surface 

enhancing rhSLPI coating and efficiency for osteoblast adhesion has never been studied. In 

this study, we hypothesized that a plasma-treated titanium coating with rhSLPI could enhance 

physical properties of Ti and osteoblast adhesion. Firstly, The Ti was treated with Argon 

plasma under the pressure of 1.1x10-1 Tor at 2 W for 2 min and then coated with 10 µg/mL 

recombinant human SLPI (rhSLPI) for 24 h. The physical characteristics were investigated, 

including surface morphology, hydrophilicity, and roughness. Moreover, human fetal 

osteoblast 1.19 (hFOB 1.19) was used to evaluate cell adhesion. The results indicated that 

rhSLPI-coated PTi had higher surface hydrophilicity and roughness compared to rhSLPI-

coated Ti by using sessile drop method and non-contact roughness measurement method, 

respectively. The ELISA confirmed that rhSLPI was coated on PTi. Finally, the scanning 

electron microscope (SEM) revealed that the rhSLPI-coated PTi could provide higher cell 

adhesion and cell spreading on the surface. In conclusion, rhSLPI coating on plasmatized Ti 

could be a novel strategy for immobilizing rhSLPI that enhances osteointegration and 

successful of implantation. 

 

Introduction:  

For decades, titanium and its alloy have been widely used for dental and orthopedic 

implantation to replace missing or lost teeth or bones [1]. The outstanding properties of 

titanium and its alloy are biocompatibility, high strength, resistance to corrosion, and low 

allergenicity [2]. Moreover, the key success for dental and orthopedic implantation is 

osseointegration, which is the phenomenon of connection between living bone tissue and the 
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surface of implant materials [3]. However, the successful rate of implantation reduce in 

elderly patients and those with bone disorders and other comorbidities [4]. Furthermore, the 

effectiveness of bone implantation also depends on physical properties of the Ti including the 

roughness, morphology, chemistry, hydrophilicity, and hydrocarbon impurity of the Ti 

surface [5, 6]. Therefore, modification of Ti surface could be an alternative strategy to 

improve osseointegration [7].  

Plasma is the fourth stage of matter, which is the ionized gas [3]. The plasma contains 

various active molecules, including free electrons, free radicals (hydroxyl radicals; OH-), and 

energetic photons (UV), etc. [3, 8]. The plasmas have been used to treat material surfaces for 

hydrocarbon decontamination, increase surface energy, wettability, sterilization, etc. [9, 10]. 

Moreover, the non-thermal plasma has been used to treat the Ti surface to enhance osteoblast 

cell adhesion, proliferation, and mineralization [11, 12]. In addition, the pure Ti discs were 

treated with Argon-based non-thermal plasma to improve the rat’s periodontal ligament 

fibroblast-liked cells spreading [13]. Hence, plasma-enhanced chemical vapor deposition 

(PEVCD), which is non-thermal plasma in vacuum conditions was used in this current study 

to treat Ti surface. Previous study showed that plasma treatment to modify the Ti surface 

could enhance osteoblast adhesion [ 1 4 ] . Moreover, plasmatization on the surface also 

enhances biomolecules immobilization on Ti surface [14].  

The SLPI is an 11.7 kDa serine protein that was secreted from mucosal tissues [15]. 

Moreover, SLPI has interesting pharmacological properties, such as being able to reduce cell 

death from apoptosis, reduce inflammation, and increase antioxidants, antibacterial, fungi, 

and viruses infection, and improve wound healing, bone cell proliferation, and differentiation 

[15-17]. In the previous study, rhSLPI coating on titanium in phosphate-buffered saline 

(PBS) was found to be non-toxic to human bone cells, and significantly enhanced human 

bone cell adhesion [18]. It is suggested that SLPI could also be a candidate for a coating 

agent due to it could provide other benefits, such as reducing inflammation [19], promoting 

osteoblast cell differentiation and mineralization [20], increasing wound healing [15], and 

reducing infection [21]. Nevertheless, the application of a simple coat of rhSLPI on Ti may 

exhibit limited durability, especially under in vivo conditions, hence impacting the 

practicality of using rhSLPI coating on Ti implants in clinical settings. The objective of this 

work is to create a more effective method for coating recombinant human SLPI onto plasma-

treated Ti in order to improve the adherence of human osteoblast cells. 

 

Methodology:  

The surface modification of Ti was separated into 2 major steps, which is plasma 

treatment and rhSLPI immobilization (Figure 1). 

 

 
Figure 1. A schematic diagram of experimental design. The study includes the fabrication 

step where the Ti was treated with plasma and then coated with rhSLPI. 

 
Material and chemical reagents 
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The grade 4 titanium discs (Ti) were cut into 5.5 mm in diameter and 0.5 mm in 

thickness and 12 mm in diameter and 0.5 in thickness for 96 well plate and 24 well plate, 

respectively. The Ti was washed in acetone, ethanol, and ultrapure water (10 min in each 

step) in an ultrasonic bath. Then the Ti was autoclaved and placed in a hot air oven until 

dried.  

Recombinant human secretory leukocyte peptidase inhibitor (rhSLPI) was purchased 

from Sino Biology Inc. (Beijing, China), and Dulbecco’s modified Eagle’s medium 

(DMEM): Ham’s F-12 media, foetal bovine serum (FBS), and trypsin-EDTA were purchased 

from Gibco BRL; Life Technologies Inc. (New York, USA).  

 

Cell type and cell culture 

The hFOB 1.19 cell was purchased from American Type Cell Culture (ATCC CRL-

11372TM). Cells were cultured with a 1:1 mixture of Ham’s F12 Medium and Dulbecco’s 

Modified Eagle’s Medium, with 2.5 mM L-glutamine (without phenol red), supplemented 

with 10% (v/v) foetal bovine serum (FBS), a one percent of 5,000 units/ml of penicillin, and 

5000 µg/ml of streptomycin (Gibco®). For culture conditions, the hFOB 1.19 cells were 

cultured at 37ºC with 5% carbon dioxide (CO2) and 95% air. 

Surface modification 

The samples were randomly divided into four groups: the conventional titanium discs 

with/without rhSLPI as a control (Ti ± rhSLPI) and plasma-treated titanium discs 

with/without rhSLPI as an experimental group (PTi ± rhSLPI). The plasma-enhanced 

chemical vapor deposition system (PECVD) was used for Ti surface treatment. The Ti discs 

were treated with Argon plasma under the pressure of 1.1x10-1 Tor at 2 W for 2 min for both 

sides of the surface. 

 

rhSLPI coating 

 The Ti or PTi were placed into the well plate. Then 10 µg/mL of rhSLPI was diluted 

in PBS which is the optimal concentration that could enhance cell adhesion from the previous 

study [18] and added to well at 100 µL/well. The well plate was sealed with parafilm and 

incubated at 4ºC for 24 h.  

 

Surface characterization 

The Ti surface characterization was divided into 3 experiments, including surface 

morphology, surface hydrophilicity, and roughness. The surface morphology was observed 

by field emission scanning electron microscope (FE-SEM, JSM-IT800; JEOL, Tokyo Japan).  

The Ti surface was analyzed hydrophilicity by using the sessile drop method, which is 

5 µL of deionized water was dropped on the Ti surface and captured photo of the water 

droplet. Then, the photos were analyzed the contact angle of a water droplet on the surface of 

Ti. 

Finally, the roughness of the Ti surface was determined by using the non-contact 

roughness measurement method of a 3D measuring laser microscope (OLS5100 LEXT; 

Olympus®, Tokyo Japan) at 20x magnification. The data was calculated into average 

roughness (Ra) and compared to control groups. 

 

Determination of rhSLPI adsorption on titanium surface 

The adsorption of rhSLPI on the Ti surface was determined by using a single-wash 

sandwich enzyme-linked immunosorbent assay (ELISA) kit (Abcam, Cambridge UK). After 

the coating assay, the Ti was washed with PBS for 5 min thrice on an orbital shaker and air 
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dried at room temperature. Then the Ti was transferred into a new 96-well plate and 

incubated with the anti-rhSLPI antibody coated with HRP for 1 h on an orbital shaker at room 

temperature. After incubation, the solution was discarded and washed thrice with 350 

µL/well washing buffer. The TMB working solution was added and incubated at room 

temperature for 10 min. Finally, the stop-working solution was added and determined by a 

microplate spectrophotometer (O.D. 450 nm). 

 

Adhesion assay 

The adhesion assay was used to determine the adhered cells by using the FE-SEM for 

cellular morphology. Firstly, cells were seeded to 96 well plate at the concentration of 2.5 x 

105 cells/mL and incubated for 20 min at 37ºC with 5% CO2 and 95% air. Then the culture 

media was removed, and the adhered cells were fixed on the Ti surface with 2.5% (v/v) 

glutaraldehyde and incubated at room temperature for 30 min. Then, the Ti was replaced with 

a new 96-well plate and dried in a hot air oven overnight. The number of adhered cells were 

showed as a preliminary quantitative data by count the adhered cells per unit area under 

SEM. The morphology of adhered cells was observed under FE-SEM.  

 

Statistical analysis 

  Statistical analysis was analyzed using commercially available software (GraphPad 

Prism version 10, San Diego, CA, USA). All data are expressed as mean ± SD. All 

comparisons were assessed for significance using an unpaired t-test or ANOVA, followed by, 

when appropriate, the Turkey-Kramer test. A p-value less than 0.05 was considered 

statistically significant. 

 

Results and Discussion:  

Physical characteristics 

The morphology of the Ti and PTi surfaces was observed by scanning electron 

microscope (Figure 2A). The surface of both uncoated Ti and PTi showed scratch lines 

without a particular appearance on the surface. In contrast, the surface of both rhSLPI-coated 

Ti and PTi showed a mucus-liked appearance coated on the surface. The rhSLPI-coated Ti 

showed a significantly reduced contact angle compared to uncoated (22.34º ± 3.386º vs. 

13.36º ± 4.735º, p<0.05), while rhSLPI-coated PTi was not significantly different to uncoated 

PTi. However, rhSLPI-coated PTi more greatly reduced the angle than rhSLPI-coated Ti 

(1.297 ± 2.246º vs. 13.360 ± 4.735º, p<0.05, respectively) (Figure 2B).  For surface 

roughness, the rhSLPI-coated Ti showed significantly greater in average surface roughness 

(Ra) when compared with rhSLPI-coated PTi (0.346 ± 0.014 µm vs. 0.421 ± 0.045 µm, 

p<0.05, respectively) (Figure 2C). 

 

 
Figure 2. The physical characteristics of modified Ti surface. Scanning electron microscope 

(SEM) showed the surface morphology of Ti surfaces (A), including uncoated Ti, rhSLPI-

coated Ti, uncoated PTi, and rhSLPI-coated PTi. The hydrophilicity of the Ti surface was 
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measured by the water contact angle method (B). The surface roughness was determined by 

using the non-contact roughness measurement method (C).  

 
The presence of rhSLPI on surfaces was confirmed by using an enzyme-linked 

immunosorbent assay (ELISA). The result showed that rhSLPI protein on Ti + rhSLPI and 

PTi + rhSLPI (0.332 ± 0.059 and 0.312 ± 0.064, p<0.05, respectively) was significantly 

higher than control of each group. Nevertheless, there is no statistical difference between PTi 

+ rhSLPI and Ti + rhSLPI (Figure 3). 

 

 
Figure 3. The adsorption of rhSLPI on Ti surface. After protein coating, the Ti was measured 

protein by using ELISA. 

 
The current study, the grade 4 titanium disc, which is a high purity titanium, was used 

since its properties include biocompatibility, high corrosion resistance, and suitability for 

dental implants and screws [2]. However, grade 4 Ti still faces a drawback compared to grade 

5 Ti, also known as Ti-6Al-4V, which is widely used in dental implantation due to its higher 

strength [22]. However, in this study, the grade 4 Ti is used as a model for studying metal 

implant coatings, and further studies will be conducted on medical grade Ti and other implant 

materials. 

The physical characteristics were observed by surface morphology, hydrophilicity, 

and roughness. The morphology of both rhSLPI uncoated Ti and PTi have scratch lines, 

which occurred from the cutting process. While rhSLPI-coated Ti and PTi have a mucus-like 

appearance on the surface, which might be the rhSLPI protein coating on the surface (Figure 

2A). Determination of SLPI level by ELISA confirmed the presence of rhSLPI on the Ti and 

PTi surface, suggesting that rhSLPI was coated on both of Ti and PTi (Figure 3). 

Furthermore, coating Ti with rhSLPI increased its hydrophilicity, which is consistent with 

previous study [18]. The hydrophilicity greatly increased after the surface was treated with 

plasma and coated with rhSLPI (Figure 2B). Although rhSLPI-coated PTi had less roughness 

than uncoated PTi, the difference was not statistically significant, while rhSLPI-coated Ti had 

significantly less roughness than uncoated Ti (Figure 2C). the decreasing of surface 

roughness after rhSLPI coating that might be due to the protein layer filling and covering the 

grooves of both Ti and PTi surface. 

 

Human osteoblast cell adhesion and spreading on modified Ti 

hFOB 1.19 cells were seeded on Ti and PTi that were coated with rhSLPI and 

incubated for 20 min. After incubation, the morphology of adhered cells on the surface was 
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observed under SEM (Figure 4). The results showed that adhered cells on control uncoated 

was less cell number attached on the surface (15 cells/observe field) (Figure 4A) with small 

round morphology (Figure 4C).  However, rhSLPI coated Ti showed greater number of 

adherent cells on surface (20 cells/observe field)  (Figure 4B) and cells exhibited grater 

cytoplasmic expansion compared to uncoated Ti (Figure 4D). The cells on PTi without 

rhSLPI showed the number of cells attached to the PTi surface similar to rhSLPI coated Ti 

(Figure 4E) (28 cells/observe field). In contrast, the morphology of cells showed that had 

more spreading and extension compared to Ti ± rhSLPI, but cells were round in shape 

(Figure 4F). Additionally, rhSLPI coated PTi showed more spreading, extension, and 

expansion of cells cytoplasm, resulting the shape of cells was flatten compared to Ti ± 

rhSLPI and PTi – rhSLPI (Figure 4H). 

 

 
Figure 4. The morphology of adhered cells on Ti surface. The SEM images showed the 

morphology of hFOB 1.19 cells on Ti ± rhSLPI and PTi ± rhSLPI. 

 
After the Ti surface was modified, human foetal osteoblast cells were used to observe 

the efficacy of modified Ti to enhance cell adhesion. The results showed that rhSLPI-coated 

PTi enhanced cell adhesion and spread higher than the control group. Moreover, the 

combination of plasma treatment and rhSLPI coating revealed that had higher cell adhesion, 

spreading, and extension compared to rhSLPI-coated Ti and uncoated PTi (Figure 4H). The 

previous studies showed that plasma-treated Ti could improve early cell adhesion on the Ti 

surface since the Ti surface after plasma treatment exhibited higher surface energy, 

wettability, and hydrocarbon decontamination [9, 10]. The increase in surface energy 

improves surface wettability or hydrophilicity, allowing more protein adsorption, particularly 

adhesion-associated proteins, on the material surface, resulting in more cells adhering to the 

surface [23]. Moreover, the in vitro study revealed that the hydrocarbon layer on the Ti 

surface could reduce cell attachment and suppress cell spreading [24]. After modification, 

rhSLPI was used to improve the efficacy of Ti to enhance osteoblast cell adhesion. The 

previous studies revealed that rhSLPI-encapsulated liposome nanoparticles could enhance 

human osteoblast cell adhesion, proliferation, and differentiation [25]. Additionally, the 

rhSLPI was used to coat Ti with a simple coat technique, increasing human osteoblast cell 

adhesion, spreading, proliferation, and differentiation through focal adhesion kinase (FAK) 

and extracellular-signal-regulated kinase (ERK) signaling pathway [18, 26]. In addition to 

enhancing osteoblast cell activities, SLPI also has anti-inflammation, and anti-

microorganism, increasing cell survival, and proliferation, and improving wound healing [15-

17]. Thus, the combination of plasma treatment and rhSLPI coating on Ti might be used as a 

novel surface modification technique for metal implant material in real clinical usage in 

dental and orthopedic implantation 
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However, the present study also had some limitations. Firstly, the cytotoxicity of 

modified Ti has not been demonstrated. Nevertheless, previous studies showed that rhSLPI, 

Ti, rhSLPI coated Ti and PTi are nontoxic [3, 18]. In this study, the evaluation of cell 

adhesion provided only preliminary quantitative and qualitative results that lacked the 

accurate quantitative result. Moreover, several issues must be considered for further 

investigation such as stability, protein release, cytotoxicity, cell proliferation, and cell 

differentiation. Finally, the present study revealed in vitro effects that lacked the data for 

clinical impact. For future study, the in vivo study should be performed, particularly in animal 

experiments to reveal the real effect of rhSLPI-coated PTi. 

 

Conclusion:  

The conclusion of this current study, this is the first study to develop Ti surface 

modification technique by using a combination of plasma treatment and rhSLPI that could 

enhance human osteoblast cell adhesion.   
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Abstract: 

This study explores the impact of Plasma-Activated Water (PAW) on the early-stage properties of 

cementitious mixtures incorporating varying levels of fly ash (FA) replacement. Plasma technology, which 

utilizes a plasma jet process with argon and 2% oxygen, offers a cleaner energy approach by generating 

reactive species that enhance chemical reactions. Cement pastes were prepared with a water-to-cement 

ratio of 0.289, with FA replacement at 0%, 10%, 20%, and 30%. The PAW used in this experiment was 

produced through this innovative plasma process. The findings demonstrate that PAW reduces the 

hydrated temperature, which correlates with a drop in the strength activity index (SAI) for PAW samples. 

Despite this, PAW-treated samples exhibited increased strength with higher FA replacement, in contrast to 

normal water samples, which showed a decrease in strength as FA replacement increased. SEM analysis 

confirmed that PAW samples developed a denser microstructure with more additional C-S-H formation 

from FA particles compared to normal samples. These samples exhibited an upward trend in strength with 

increasing fly ash replacement, indicating potential long-term improvements when using PAW. These 

findings suggest that PAW has the potential to enhance the performance of cementitious mixtures by 

improving pozzolanic reactivity while offering environmental benefits. 

Introduction: 

Concrete is a fundamental construction material used worldwide, and improving its environmental 

impact is essential. Efforts to make concrete more sustainable include substituting Ordinary Portland 

Cement (OPC) with supplementary cementitious materials (SCMs) such as fly ash, ground granulated 

blast furnace slag (GGBFS), and silica fume. Fly ash, a major by-product from coal-fired power plants 

like the Mae Moh power plant, is particularly valuable. Recognizing its benefits, the construction industry 

uses fly ash to enhance concrete properties, including workability, durability, and long-term strength [1]. 

Its pozzolanic properties help generate additional calcium silicate hydrate (C-S-H), boosting concrete 

performance. 

However, SCMs often exhibit lower initial reactivity compared to OPC, which can impact early-

age strength development. The binding mechanisms and rate of strength gain of SCMs can also differ 

from OPC. To achieve similar performance, particularly in early strength and workability, Plasma-

Activated Water (PAW) presents a promising solution. Plasma-activated water (PAW) has primarily been 

researched in biological fields, particularly in food and agriculture [2], but its application in materials 

work, especially in construction materials is still unexplored. 
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This study examined the effects of PAW on the early properties of cementitious mixtures with 

varying levels of fly ash (FA) replacement. It included temperature measurement to explore hydration 

reactions, strength activity index (SAI) tests to evaluate PAW’s effectiveness with different fly ash levels, 

and morphological comparisons to confirm PAW’s impact. 

Methodology: 

1. Materials 

The cement used in the test was Type I Ordinary Portland cement with an average particle size of 9.08 

µm. Fly Ash was obtained from the Mae Moh power plant in Lampang province, Thailand, with an 

average particle size of 12.46 µm. Both cumulative particle sizes are shown in Figure 1. 

   

Figure 1  Cumulative particle size distribution of cement and fly ash 

2. Preparation of Plasma-activated water (PAW) 

Plasma-activated water (PAW) was produced using a specialized plasma jet system at the Agriculture and 

Bio Plasma Technology Laboratory (ABPlas), Science and Technology Park, Chiang Mai University. The 

process involved generating plasma radicals with argon gas (Ar) and an AC power supply (230 V/30W) 

applied to 1 liter of tap water. The system operated for 1 hour, with Ar gas flowing at 4 liters/min.  The 

evaluation of the PAW's pH level and H2O2 content is shown in Table 1. It is shown that the water after the 

plasma process has a pH value of about 9.1 higher than normal water, which is 7.82, and a concentration 

of about 11 ppm higher than normal water. 

 Table 1 Properties of normal water and plasma-activated water (PAW) 

Sample Temperature (°C) pH H2O2 (ppm) 

Normal Water 29.6 7.82 0 

Plasma Activated Water (PAW) 33.0 9.1 11 
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Sawangrat, C [3] studied the effectiveness of pinhole plasma jet-activated water against degrading 

pesticides and decontaminating microorganisms in chili. The results showed that PAW can be used as a 

sanitizer in food production due to the reactive oxygen species (ROS), such as H₂O₂, hydroxyl radicals, 

and ozone, which are generated during the plasma process. These ROS exhibit strong oxidative properties 

that can break down chemical bonds in pesticides and microbial cell membranes, effectively neutralizing 

contaminants.  

3. Mix Proportion  

The samples were prepared by mixing cement with normal water and plasma-activated water (PAW) at a 

w/c ratio of 0.289 with 0, 10, 20, and 30% fly ash replacement as shown in Table 2. The prepared cement 

pastes were cast in cube steel mold according to ASTM C109 [4]. 

 Table 2 Mix proportion of samples 

Sample code 
Mix proportion (%wt) 

Cement Fly ash Normal water PAW 

nOPC 100 - 28.9 - 

nFA10 90 10 28.9 - 

nFA20 80 20 28.9 - 

nFA30 70 30 28.9 - 

pFA10 90 10 - 28.9 

pFA20 80 20 - 28.9 

pFA30 70 30 - 28.9 

 

4. Temperature measurement 

The hydration temperature measurement using 62-L0071, CONTROLS calorimeter and UCAM-60B, 

KYOWA data logger. The cement paste samples were prepared using a w/c ratio of 0.289. The temperature 

of the hydrated cement paste is measured in this experiment as a function of time (min) using a temperature 

sensor thermocouple. 

5. Strength Activity Index 

The compressive strength test on the cement paste cube 50 x 50 x 50 mm. was prepared with a compression 

test machine according to the ASTM C109 [4] after 3 and 7 days of moisture curing. After that, the 

specimens were soaked with acetone to stop further reaction and stabilize the samples. Each specimen was 

immersed for 24 hours in a container and placed in individual Ziplock bags to prevent moisture absorption. 

6. Scanning Electron Microscope (SEM) 

Scanning Electron Microscope (SEM) is used to analyse fractured cement pastes microstructure at the 

Department of Packaging Technology, Faculty of Agro-Industry, Chiang Mai University. Samples were 

coated with gold (Au) for 60 seconds with JEOL Smart Coater. Then the sample was imported into the 

JEOL-IT200 SEM. 
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Results and Discussion: 

Temperature Measurement 

 
          (a)            (b) 

 
(c) 

Figure 2  Hydration Heat results of (a) FA10 (b) FA20 (c) FA30 

The results show that plasma-activated water (PAW) impacts the hydration temperature in three 

distinct phases, as illustrated in Figure 2. In the initial phase, nOPC shows a smaller temperature drop 

compared to nFA and pFA, likely due to the absence of hydration compounds in the fly ash samples. 

Interestingly, pFA experiences a larger temperature drop than nFA, suggesting a greater reduction in 

reactive compounds, such as OPC, and lower Ca²⁺ dissolution [5]. In the second phase, characterized by 

the hydration temperature peak and the growth of hydrated products (C-S-H and CH) [6], pFA shows a 

lower peak compared to nFA, indicating that PAW treatment more significantly affects pFA’s reactivity. In 

the third phase, pFA displays a higher peak of additional hydrated products, such as ettringite (AFt) and 

aluminate ferrite monosulfate (AFm) [7], compared to nFA and nOPC. Mandal, R [8] studied the effect of 

electrolyzed water on cement hydration, showing that the increased presence of OH⁻ ions (higher pH) in 

electrolyte water (EW) accelerates the early hydration of C₃S by enhancing dissolution, nucleation, and 

crystal growth processes. The presence of H₂O₂ in PAW likely provides excess water, accelerating the 

reaction of ettringite with the remaining C₃A to form AFm. This suggests that PAW enhances the formation 

of these compounds more effectively in pFA.  
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Strength Activity Index (SAI) 

 
Figure 3 Strength activity index (SAI) of cement paste samples 

 Table 3 Compressive Strength (MPa) and Strength Activity Index (SAI) results 

Sample 
Compressive Strength (MPa) Strength Activity Index (SAI) 

3 Days 7 Days 3 Days 7 Days 

nOPC 58.612 63.311 - - 

nFA10 55.208 60.082 0.942 0.949 

nFA20 47.338 52.953 0.808 0.836 

nFA30 41.424 46.558 0.707 0.735 

pFA10 39.829 50.711 0.680 0.801 

pFA20 45.217 56.680 0.771 0.895 

pFA30 46.967 57.353 0.801 0.906 

 The results shown in Figure 3 and Table 3 indicate a decrease in strength activity index for all fly 

ash replacement mixtures. The decrease in strength with higher fly ash content is anticipated due to the 

reduced production of hydration products from cement, though strength improves with longer curing 

times. Conversely, in PAW mixtures, the 3 days PAW samples show lower SAI than normal water 

mixtures, attributable to the hydrated temperature effects. The higher H2O2 content in PAW leads to more 

additional products (AFt, AFm) instead of C-S-H, resulting in lower initial strength. However, after 7 

days, PAW mixtures accelerate pozzolanic reactivity, leading to increased strength with higher fly ash 

replacement. Compared to the normal OPC using 0.5 ppm hydrogen-rich water [9], The results showed 

that the compressive strength of 7 days is 31.65 MPa compared to normal water which is 17.73 MPa. It is 

also confirmed that there is an increase in the strength while using only 0.5 ppm of hydrogen-rich water.  

These findings suggest that PAW can enhance the strength of fly ash replacement mixtures more 

effectively than normal water mixtures. 
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Scanning Electron Microscope (SEM) 

     

      (a)            (b) 

 

(c) 

Figure 4 SEM results of (a) nOPC (b) nFA30 (c) pFA30 at 7 days 

The SEM analysis reveals the morphology of nOPC, nFA30, and pFA30 samples at 7 days. In the nOPC 

sample, a typical spread of C-S-H is observed. However, in the nFA30 sample, cracks are visible around 

the fly ash particles, indicating that the fly ash in the normal water has not yet fully reacted to form 

additional C-S-H, leaving the particles loose [10]. In contrast, the pFA30 sample shows that the fly ash 

particles have already generated the pozzolanic reaction, resulting in a denser microstructure [11]. This 

suggests that PAW accelerates pozzolanic activity, enhancing the reactivity of fly ash, and leading to 

higher compressive strength compared to normal water. 
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Conclusion: 

Based on the research presented in this paper, the following conclusions can be drawn: 

1. PAW influences the hydration reaction across three distinct phases, notably reducing the 

temperature drop in the initial phase and lowering the peak in the second phase compared to 

normal water mixtures. This behavior indicates that PAW affects the reactivity of fly ash more 

significantly, particularly enhancing the formation of additional hydrated products such as 

ettringite and aluminate ferrite monosulfate in the third phase. 

2. The strength activity index (SAI) of fly ash replacement mixtures decreases initially, which is 

consistent with the hydrated temperature findings. PAW mixtures exhibit lower initial strength at 

3 days, due to the higher H2O2 content in PAW leading to the formation of additional products 

instead of C-S-H. However, by 7 days, PAW significantly accelerates pozzolanic reactivity, 

increasing strength, particularly at higher fly ash replacement levels. This suggests that PAW has 

the potential to enhance the long-term strength of fly ash mixtures more effectively than normal 

water. 

3. SEM analysis shows that PAW-treated samples have a denser microstructure, with fly ash particles 

fully engaged in the pozzolanic reaction, unlike in normal water mixtures where fly ash remains 

loosely bound, indicative of accelerated pozzolanic activity and higher compressive strength. 

Overall, the study concludes that PAW has the potential to improve the performance of cementitious 

mixtures with fly ash, particularly by enhancing pozzolanic reactivity and increasing potential in long-

term strength which is a future work focusing on investigating the long-term strength and reactivity for up 

to 90 days of curing ages. 
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pulp and NCCL. Evaluation metrics were precision, recall, F1-score, and mAP0.5. Yolov8 

revealed the highest precision for RA1 segmentation at 100% while RC6 segmentation showed 

the highest recall at 80.0%, F1-score at 65.6% and mAP0.5 at 71.2%. For the overall 

segmentation, YOLOv8 could segment dentin with the highest precision, similarly to segment 

RA1 (100%), recall at 98.8%, F1-score at 99.4%, and mAP0.5 at 99.5%.RA2 demonstrated 0% 

in precision, recall, and F1-score. In Conclusion YOLOv8 was effective in detection and 

segmentation the stages of carious lesions in bitewing radiographs at an acceptable level. 

Keywords: Bitewings Radiographs, Deep Learning, Dental caries 

Introduction 

Currently, the concept of managing carious lesions has changed from extension for 

prevention to  conservative treatment. This is a minimally invasive treatment(1) as stated by a new 

paradigm of lesion management under the principles of international caries management 

(International Caries Classification and Management System: ICCMSTM).The focus is on 

preventing dental caries and controlling the progression of the disease. The criteria for classifying 

the stages of dental caries are detection the lesion, followed by diagnosing and evaluating the 

extent of the caries(2) as accurate detection and classification of carious lesions are essential for 

effective treatment. 

AUTOMATIC SEGMENTATION OF CARIES EXTENSIONS IN BITEWING 

RADIOGRAPH USING YOLOv8 WITH DENTAL CROSS-SECTIONS AS GROUND 

TRUTH 
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Wannakamon Panyarak,4Kittichai Wantanajittikul,5 Sumana Jittadecharaks6 
1,2Department of Restorative Dentistry and Periodontology, Faculty of dentistry Chiangmai 
University, Chiang Mai University, Chiang Mai, Thailand  
3Division of Computer Engineering, School of Information Communication and Technology, 
University of Phayao  
4Division of Oral and Maxillofacial Radiology, Department of Oral Biology and Diagnostic 
Sciences, Facultyof Dentistry, Chiang Mai University,  
5Department of Radiologic Technology, Faculty of Associated Medical Sciences, Chiang Mai 
University  
6Department of Restorative Dentistry and Periodontology, Faculty of dentistry Chiangmai 
University, Chiang Mai University 
*e-mail: watcharaphong.a@cmu.ac.th

Abstract 
This study was to evaluate the effectiveness of machine learning using You Only Look 

Once version 8 (YOLOv8), to appropriately detect and segment carious lesions in bitewing 
radiographs compared to cross-sectioned teeth as ground truth. One hundred bitewing radiographs 
obtained from 502 cross-sectioned extracted human teeth were annotated in pixel-based 
segmentation by three experienced dentists. The data were divided into 4 groups (class 0 ; sound 
teeth, RA1-3 ; initial caries, RB4 ; moderate caries, and RC5-6 ; extensive caries) according to 
the stage of carious lesions according ICCMSTM.We tested YOLOv8’s performance for carious 
segmentation and overall segmentation including the ICCMSTM carious stages, enamel, dentin, 
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Areas with substantial biofilm accumulation and poor saliva penetration are particularly 
prone to dental caries, such as proximal area(3). The location is not clearly visible clinically. In 
this case, the use of bitewing radiograph aid offers more clarity in diagnostic(4, 5). However, the 
efficacy of this approach still depends on the dentist's experience in detecting and classifying the 
stages of the lesion.(6) 

To reduce the errors, artificial intelligence (AI) has been used in dentistry. AI acts as a tool 
that mimics the human brain, possessing capabilities to solve problems and develop autonomously 
through learning. A key element in AI is machine learning, which facilitates self-learning. Deep 
learning, analogous to the neural network, necessitates the input of Big data to function 
effectively(7). Today, deep learning models are widely used, leading to the development of various 
neural network types based on the data volume involved. An example of this is the convolutional 
neural network (CNN), which is particularly suited for unstructured data types such as images(8). 
In dentistry, CNNs are utilized to detect carious lesions in adjacent surfaces from bitewing 
radiographs(9). Recent studies focusing on permanent teeth indicate that deep learning with CNNs 
demonstrates higher accuracy in identifying carious lesions in bitewing radiographs compared to 
traditional detection by dentists(10). The CNN of interest, You Only Look Once (YOLO) version 8 
(YOLOv8), was released in January 2023 by Ultralytics, the same company that developed 
YOLOv5. This version has been enhanced to improve prediction speed and object detection 
performance. Currently, there are still only a few studies investigating the effectiveness of version 
8, particularly in the field of dentistry(11). 

However, although many studies have been explored its use in dentistry, its actual use is not 
widespread due to many limitations(12, 13), as such, the development of deep learning models 
applied in dentistry continues to be a topic of significant interest. Therefore, this study was 
undertaken to evaluate the effectiveness of deep learning using CNNs, state-of-the-art of YOLOv8, 
to appropriately detect and segment carious lesions in bitewing radiographs compared to cross-
section teeth. 

Materials and methods 

1.Data collection

This study design was approved Institutional Review Board of the Faculty of Dentistry,
Chiang Mai University, Thailand. (approval no.2023/4). 

A total of 264 human permanent premolars and 238 human permanent molars with and 
without carious lesions were stored in 0.1% thymol solution (0.1% thymol solution, Caelo, 
Hilden, Germany)(14). These teeth were extracted either due to orthodontic treatment, extensive 
carious lesions, or other reasons upon the patients’ consents. One observer primarily selected the 
eligible teeth by visual-tactile examination and divided teeth into four groups according to the 
stage of carious lesions according to the ICCMSTM including : Group 1 sound teeth or teeth 
without any pathology; Group 2 initial caries or teeth with carious lesions from outer 1/2 of 
enamel to outer 1/3 of dentin; Group 3 moderate caries or teeth with carious lesions reaching the 
middle 1/3 of dentin; and Group 4 extensive caries or teeth with carious lesions from the inner 
1/3 of dentin to pulp. Teeth were unrestored or retained root, and teeth with crown restorations 
were excluded. 

All teeth were randomly arranged into 100 patterns and subjected to be radiographs with 
bitewing technique using size 2 intraoral digital photostimulable phosphor storage plate (PSP 
plate: CarestreamTM 7600, Rochester, New York, USA). Each pattern consists of 8 teeth (4 upper 
and 4 lower teeth) mimicking ideal bitewing positioning. Each radiograph was arranged to 
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include all 4 the stages of carious lesions. The arranged teeth were placed in a flat surface and a 
PSP plate was mounted with an extension cone paralleling film holder (XCP; Kerr Corporation, 
Brea, CA, USA), with the long axes perpendicular to the central beam of radiation and positioned 
at a fixed distance of 55 mm. A 14.5 mm thick acrylic resin was placed between the radiation 
source and the teeth to simulate soft tissues(15, 16). 

All radiographs were acquired using an intraoral x-ray unit (Heliodent Plus™, Dentsply 
Sirona Corp., USA, 70 kV, 7 mA, exposure time 0.16 s) and scanned with a film scanner 
(Carestream CS 7600 Scanner ,Carestream™, Rochester, NY, USA).  

After taking radiographs, each tooth was embedded in a self-cured clear acrylic resin block 
and sectioned using a cutting machine (IsoMet™, BUEHLER, Illinois, USA) to create cross-
sectional slices in the proximal-proximal direction. If carious lesions were present, the segment 
with the deepest and most prominent lesions was selected.The example of sectioned teeth are 
shown in Figure1. 

Figure 1. 

Sectioned second premolar and second molar. 

2.Ground truth preparation,annotation and model training

All 100 dental bitewing radiographs showing visible tooth structure, including crown, 3/4
of root, and restoration, were annotated in pixel-based segmentation(17) by three dentists, 
including an oral and maxillofacial radiologist with 8 year’s experience, and a specialist in 
restorative dentistry in 10 year’s experience, and a general dentist with 5 year’s experience using 
L a b e l m e  s o f t w a r e  ( L a b e l m e 2 0 1 5 . 
https://github.com/CSAILVision/LabelMeAnnotationTool)(18).The imported radiographic images 
are in the Joint Photographic Experts Group (.JPEG) format, maintaining a resolution of 1280 × 
1280 pixels. We labelled 11 categories of data: enamel, dentin, pulp,restorations, non-carious 
cervical lesion (NCCL) and 4 groups of carious lesions.To determine the carious data, a visual 
comparison of the cross-sectioned teeth was used. Labeling and calibration followed instructions 
from a handbook, which explained the radiographic interpretation according to the ICCMS™ 
scoring system including 0, RA, RB, RC. All labelled 11 categories are described in Table 1. 
During the annotation process, all of radiographs were displayed on radiographic workstation. 
The display ratio of the images was 1:1. The viewing took place in a room with dimmed lights. 
Annotations were based on the consensus of at least two out of three reviewers . From 100 
radiographs, 75 radiographs were used for training and 25 radiographs were split for validation 
processes. Data augmentation techniques were applied randomly, including 0 to 10% image 
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translation, 0 to 10% image scaling (both up and down), and up to 50% horizontal flipping. We 
utilized 4-fold cross-validation to evaluate the performance of YOLOv8 model.  

Table 1. 

Definition, label, characteristics, and number of counted data. 

Definition Label Characteristics 
Number 
of data 

0 

Sound teeth 
enamel Enamel 894 
dentin Dentin 799 
pulp Pulp 791 

restoration Restoration 95 
NCCL Non-carious Cervical Lesions 68 

RA 

Initial caries 

RA 1 Expressed caries in outer 1/2 of enamel 51 

RA 2 Expressed caries in inner 1/2 of enamel 
to enamel – dentin junction 110 

RA 3 Expressed caries in outer 1/3 of dentin   198 
RB 

Moderate 

caries 

RB 4 Expressed caries in middle 1/3 of dentin 93 

RC 

Extensive 

caries 

RC 5 Expressed caries in inner 1/3 of dentin 60 

RC 6 Expressed caries into pulp 92 

We performed two experiments to test the model’s categorization performance; Experiment 
1, carious segmentation including NCCL; Experiment 2, overall segmentation. All radiographs 
were set to a resolution of 1280 × 1280 pixels, with an Intersection over Union (IoU) threshold of 
0.5 and a confidence threshold of 0.001 for evaluating the performance of YOLOv8. 

3.Performance Evaluation

The metric to evaluate performance of YOLOv8 model is a real-time object detection and
image segmentation algorithms using precision, recall, F1-score, IoU and mAP. 

Precision is defined as the ratio of correctly predicted positive observations to the total 
predicted positives wherein it is essential to tell what proportion of the identified positives are 
actually correct(19). 

Precision  = true positive 
true positive + false positive 

Recall is measuring how well the model captures all the actual positives(20). 
Recall = true positive 

true positive + false negative 
F1-score is a value used to show accuracy which uses the harmonic mean of precision and 

recall or specificity in binary classification statistical analysis. This value will be in the range of 
0-1, with a high value indicating high efficiency(21).
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F1-score  =  2 x precision x recall 
  precision + recall 

= true positives 
true positives + ½ (false positives + false negatives) 

Performance of the object detector is calculated as the average of average precisions (AP) 
across various intersection over union (IoU) thresholds and different classes. For each class, the 
AP was determined by integrating the area under the precision-recall (PR) curve. For instance, 
with an IoU threshold set at 0.5, a predicted bounding box must overlap the ground truth bounding 
box by at least 50% to be considered a true positive.The mean average precision (mAP) of 0.5 is 
calculated as follows 

mAP0.5 = 1
𝐶
∑ 𝐴𝑃0.5
n
c=1

The model performance parameters using IoU50 and a confidence threshold of 0.01 is 
based on a previous study by Wannakamon et al. in 2023. presenting results on caries detection 
using YOLOv3 vs. YOLOv7. Therefore, we are considering the idea of assessing YOLOv8 on 
caries segmentation according to its promising performance in dental radiographic images(22).

Results 

The results from the model's performance evaluation across all three experiments are 
presented in Table 2 and Figure 2. 

Table 2. 

YOLOv8 segmentation performance including precision, recall and F1 score 

Metric Precision Recall F1-score 

Class Caries Overall Caries Overall Caries Overall 

Group 

1 

enamel 0.943 0.870 0.905 

dentin 1.000 0.988 0.994 

pulp 0.980 0.980 0.980 

restoration 0.780 0.680 0.730 

NCCL 0.343 0.547 0.467 0.474 0.395 0.508 

Group 

2 

RA1 1.000 1.000 0.000 0.000 0.000 0.000 

RA2 0.313 0.000 0.038 0.000 0.067 0.000 

RA3 0.381 0.436 0.194 0.120 0.258 0.188 

Group 

3 

RB4 0.511 0.547 0.250 0.789 0.336 0.646 

Group 

4 

RC5 0.293 0.547 0.571 0.765 0.388 0.637 

RC6 0.556 0.628 0.800 0.571 0.656 0.598 

For carious segmentation precision, RA1 had the highest score at 100%, while the lowest 
score was shown in RC5 at 29.3%. RC6 had the highest recall at 80.0% and an F1-score of 65.6%, 
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while RA1 had a recall and F1-score of 0.Overall segmentation showed the highest precision in 
dentin segmentation (100%), similarly, RA1.YOLOv8 also performed best in dentin segmentation 
with the highest recall at 98.8%, and F1-score with dentin at 99.4%. However, the performance 
was lowest when segmenting RA1and RA2 with 0% of recall and F1-score. 

 
Figure 2. 

 Precision-recall (PR) curves of the YOLOv8 image segmentation performance for the 

carious segmentation (RA, RB, RC, and NCCL) and overall segmentation. 

 

The experiment results at mAP0.5 for carious segmentation revealed that RA1 had the 
lowest score at 1.1% and RC6 had the highest score at 71.2%, with an overall average of 38.6% 
across all classes. For overall segmentation under mAP0.5 setting, RA2 had the lowest score at 
0.6% and dentin had the highest score at 99.5%, resulting in an overall average of 55.1% across 
all classes. 

 

 
Figure 3. 

YOLOv8 segmentation results compared to ground truth. 

 

Discussion 

The CNN-based YOLO is a real-time detection algorithm capable of predicting multiple 
bounding boxes and their associated class probabilities. YOLO trains on complete images and 
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directly focuses on optimizing detection performance. During both training and testing, YOLO 
processes the full image, inherently capturing contextual information about the classes and their 
appearances .Redmon et al. compared YOLO with R-CNN for object detection. They discovered 
that YOLO can simultaneously predict bounding boxes and class probabilities for multiple objects 
across various classes in an image. When comparing real-time detection capabilities, they found 
that while Fast R-CNN is more accurate, it does not perform as well in real-time scenarios. In 
contrast, YOLO demonstrated both high accuracy and strong real-time detection performance(23). 
In 2023, Yilman et al. conducted a study on tooth classification performance in panoramic films 
using YOLOv4 and Fast R-CNN. The YOLOv4 method proved to be more effective than the Faster 
R-CNN method in classifying teeth, with higher recall, precision, and F1 scores. Furthermore, in 
terms of computation time, the YOLOv4 method was found to be approximately four times faster 
than Faster R-CNN for tooth classification(24). As such, these YOLO systems are particularly 
useful for detecting and classifying the stages of carious lesions in dental radiographs, which is 
crucial for dentists to accurately diagnose and assess the extent of caries for effective treatment. 
This study was interested in YOLOv8, the latest version of YOLO by Ultralytics, which has the 
performance to appropriately detect and segment carious lesions in bitewing radiographs compared 
to cross-sectioned teeth. 

This research was designed by having radiographs read by three experienced dentists to 
establish a robust reference standard where cross-sectioned teeth were used for comparison. 
However, it was discovered that interpreting the results of cross-sectioned teeth in half and then 
interpreting the results presented several limitations, leading to disagreements during the readings. 
For instance, extracted teeth were sometimes incomplete or with some enamel being chipped, 
making them appear radiopaque on radiographs similar to the appearance of carious lesions. 
Additionally, the coloration of teeth with brown stains could be mistaken for carious lesions. Teeth 
embedded in self-cured clear acrylic before being sectioned could only be visually examined, and 
not with surface tactile tools, which caused debates about the extent of carious lesions. Moreover, 
when sectioning teeth, only the single most prominent position was chosen, which made it difficult 
to clearly observe lesions that gradually move towards buccal or lingual/palatal aspects, such as 
NCCL. In the study by Devito et al.(25) ,extracted teeth were sectioned and examined 
microscopically, with histologic examination serving as the gold standard. However, limitations 
that arose due to dichotomization led to disagreements among examiners about classifying white 
or brown stains as carious lesions. Thus, based on the researcher's perspective, experimental 
designs with human subjects encounter limitations in detecting carious lesions. This aspect still 
requires further development to establish stronger standards. 

Evaluating the model's image segmentation performance using mAP at IoU 50 revealed the 
performance of the caries segmentation. Carious lesions have small and more variable shapes and 
positions, resulted in low scores. Due to limitations in how YOLO learns to predict bounding 
boxes from data, it struggles to generalize objects with new or unusual aspect ratios or 
configurations. While a small error in a large box is usually minor, the same error in a small box 
significantly impacts the IoU(23) .This study is similar to the findings in Lee et al. study(26), which 
used U-net by separating the model into distinct tests for caries and anatomy. They observed that 
with a small training dataset, the segmentation of dental structures performed quite accurately for 
anatomical regions, deferent from carious regions. 

From the above tests conducted within separate classes, we proceeded to test  the overall 
segmentation. It was anticipated that the performance of caries detection would improve due to 
the addition of anatomical groups, which would help further distinguish between caries and 
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anatomical structures. However, it was found that the number of detected caries instances 

decreased compared to testing in separate classes. This suggests that the algorithm, at this stage, 

still cannot fully replicate the human brain's capabilities. Therefore, this area requires further 

development in the future. Another noteworthy observation is that the algorithm did not 

mistakenly identify the pulp as a carious lesion, which is a positive outcome. 

The parameters used to evaluate the model's performance include precision, recall, and F1-

score. In the tests for caries detection, the values were low in both in the caries segmentation and 

the overall segmentation, the values were low. An interesting observation is that for RA1, the 

precision was 1, but recall and F1-score were both 0. A precision of 1 indicates that all identified 

positions for RA1 were true positives (FP = 0), but a recall of 0 means that the model did not 

correctly identify any true positive locations (TP = 0) or missed all positive locations (FN > 0). 

For RA2, the precision, recall, and F1-score were all 0. This indicates that the model did not 

identify RA2 as a true positive and failed to detect any positive locations. The F1-scores were 0 

is due to the harmonic mean of precision and recall, leading to RA1 and RA2 having an F1-score 

of 0. Therefore, while the model is effective in detecting carious lesions, further development is 

needed for the RA1 and RA2 models. 

This study is a pilot study that demonstrates the efficacy of YOLOv8 in accurately detect 

and segment carious lesions in bitewing radiographs, using training label-data from cross-

sectioned teeth. The test results show that the classification of caries is at an acceptable level. In 

the future, YOLOv8 will be further developed to improve its effectiveness in classifying all types 

of carious lesions, aiming for higher and more consistent results. Additionally, the model will be 

tested in various scenarios to assess its efficiency, with the goal of validating YOLOv8's 

effectiveness in detection and segmentation the different levels of carious lesions. 

Conclusion 

This study aimed to assess the YOLOv8’s segmentation performance using training data 

from cross-sectioned teeth. Performance evaluations, including precision, recall, F1-score, and 

mAP at an IoU of 50, revealed that YOLOv8 was effective in detection and segmentation the 

stages of carious lesions in bitewing radiographs at an acceptable level. 
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Abstract:  

Global carbon dioxide emissions from fossil fuels and industry totaled 37.15 billion 

metric tons in 2022. Therefore, it is a priority to consider a method or a solution for reducing 

CO2 emission while the global energy sector is still dependent on hydrocarbon fuels. Among 

carbon capturing concepts, there are a lot of recent studies on the application of reversible 

gas-solid adsorption of CO2 on potassium carbonate based on alumina (K2CO3/Al2O3) with 

reliable efficiency and reusability. The adsorption and desorption capacities of the sorbent are 

influenced by the operation parameters such as temperature, pressure, water vapor and flow 

patterns. There have been several research on reaction kinetics of K2CO3/Al2O3 which mostly 

focused on adsorption or regeneration. The study of operating parameters’ effects on 

K2CO3/Al2O3 with kinetic models including adsorption and regeneration is still demanding in 

this field. Subsequently, it becomes vital to comprehend the intricacies of reaction kinetics in 

order to analyze operational variables without requiring several experiments. In most of the 

studies, reaction kinetics were investigated with the experimental approach by setting 

variable parameters. The reaction kinetic models can simulate the experimental results with 

mathematical equations expecting to minimize the number of tests. Mostly, pseudo kinetic 

models are selected for gas-solid adsorption, but Avrami model has better accuracy. In this 

study, the effects of multiple operating settings were analyzed on the adsorption and 

regeneration efficiency of K2CO3/Al2O3 with Avrami model. The effects of the flow patterns 

such as fixed bed, bubbling, turbulence and fast fluidization on CO2 adsorption capacity were 

investigated to explore the changes in cumulative adsorption efficiency. Moreover, the effects 

of temperature and water vapor were also studied with various settings. For the desorption, 

the effects of pressure and temperature were investigated on the regeneration efficiency with 

Avrami desorption model. According to the obtained model, the flow patterns were found to 

have significant impacts showing the great gap between turbulent fluidization, which was the 

highest capacity and the lowest which was fast fluidization. For temperature, the sorbent 

reached the highest adsorption capacity at 333K then declined gradually from 343K to 363K 

because the adsorption is an exothermic reaction. Then, the sorbent showed increasing 

capacity along with the rise of water vapor percentage (7%,12.5%,18.5%) until it reached 

22.5% where was the lowest as the water droplets took over in the pores of the sorbent 

particles. For desorption kinetics, Avrami model demonstrated that the temperature of 573K 

and 0.2 bar of pressure were the optimum condition providing the highest regeneration 

efficiency. 
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Introduction: 

Due to industrialization, the use of fossil fuel has significantly increased for the 

purpose of high energy demand. So, greenhouse gases emission (carbon dioxide) become a 

major environmental issue which can lead to global warming, a very harmful effect on 

human, animal life and the environment. Nowadays, carbon capturing technologies are 

developing regarding CO2 removal such as chemical and physical adsorption, membrane 

application and biological process. Mostly, post combustion capture has been used in coal 

power plants and other high CO2 emission industries. The CO2 adsorbing solid sorbents 

(K2CO3/Al2O3) are promising by showing low cost of raw material. low toxicity and 

conventional regeneration [6]. In theory, CO2 and H2O depose into porous surface of sorbent 

particles and then react with active sites forming a layer on the sorbents during gas-solid 

reaction [3]. As the reaction keeps on, the layer becomes thicker reaching the sorbent 

adsorption limit. In regeneration stage, full capacity sorbents release adsorbed CO2 by 

applying specific temperature or pressure. The fine powder like sorbents with defined particle 

diameters have high CO2 capturing capacity and regeneration ability under desired 

operational conditions such as pressure, temperature and velocity of injected gas [1]. This 

gas-solid reaction with K2CO3/Al2O3 and CO2 is a reversible exothermic reaction as in 

equation (1) during adsorption progress in turn regeneration is endothermic as it requires heat 

to adsorb CO2. 

 

                                                            (1)                                                                                                                                                   

                                                                                                                             

In recent years, there have been a lot of studies on gas-solid adsorption on 

K2CO3/Al2O3 sorbent. There are methods to carry out the adsorption and regeneration of 

K2CO3/Al2O3 such as pressure swing adsorption (PSA) and temperature swing adsorption 

(TSA). In general PSA process, the desorption stage is completed by decreasing pressure, so 

the adsorption capacity of sorbent was reduced, and CO2 is released [7]. TSA is a process that 

the adsorption temperature is maintained 333K to 373K and the regeneration is done by 

heating the sorbent to desorption temperature 393K-473K then the sorbent is cooled down to 

adsorption temperature and circulated back to carbonator [8]. The flow diagram of TSA 

concept is shown in Fig. 1. This study of operation parameters was then based on the TSA 

concept.  

 

 
Figure 1. General flow diagram of temperature swing adsorption [8]. 
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The reaction kinetics study of gas-solid adsorption is generally based on the concept 

of shrinking core model frameworks as the formation of solid product layer covering the 

surface of solid with the distinctive interface between reactant and product layer [4]. Pseudo 

first order model is mainly applied for adsorption process only controlled by surface diffusion 

then second order follows up on the Langmuir adsorption isotherm equation which is 

considered that the chemical reaction is the rate controlling step of the adsorption process [3]. 

Both models are suitable for gas solid reaction on the porous adsorbents even though the 

results obtained from the pseudo first order and second order model may have some 

limitation. The main reason of the selection of Avrami fractional model on gas solid 

adsorption study is that the model is designed for the phase transition rate and the 

crystallization phenomena of materials allowing to investigate the reaction kinetics with 

shrinking core concept then it can predict the adsorption kinetics of CO2 with solid 

adsorbents [9]. In a recent study of kinetic characteristics of silicon adsorbent for carbon 

capturing at different CO2 concentrations and temperature, it was found that Avrami model 

fits the CO2 isothermal adsorption curve with reliable accuracy [5]. Moreover, the other 

models were compared to the results of Avrami model. There were three settings of 

temperature (303K, 323K and 343K) and five parameters of CO2 concentration in that study 

proving the fact that Avrami model predicted with a better accuracy than other models [5]. 

 The effects of operating parameters on efficiency of sorbent have been studied in 

recent years with different models, flow patterns, reactors and methods. For desorption, it 

was found that total sorption capacity was not completely influenced by regeneration time or 

number of cycles but highly impacted by regeneration pressure showing 0.2 atm was better 

than 0.8 atm [10]. In some studies, combination of a specific flow pattern and various 

operating parameters like temperature and pressure can make certain impacts in adsorption 

and regeneration efficiency. The objectives of this study are to understand sorbent efficiency 

under different operating parameters and to validate the point that Avrami model can predict 

the experimental values along with parameter changes. It is challenging to acquire all input 

data of Avrami model equation from referenced studies and find similar research with same 

sorbent and concept of capturing methods eligible for Avrami model. 

  

Methodology:  

In this study, Avrami kinetic model was used to calculate the cumulative adsorption 

and desoprtion capacity of K2CO3/Al2O3 sorbent under various operating conditions (flow 

patterns, temperature and water vapor and pressure) by simulating the CO2 kinetics data from 

experimental study of Jongartklanga et al. 2016 [1] and desorption kinetics from 

Angkanawisan et al. 2022 [2]. In general, the adsorption values were calculated by collecting 

experimental data from reference research then Avrami equation was applied again to fit with 

actual experimental data in each parameter. The mathematical calculation of cumulative 

adsorption capacity of sorbent for experiment with time was governed by the following 

equation. 

                                                     
          (2)                                                              

                              

According to equation (2), the inlet and outlet concentration of CO2 were required, 

and these values were dependent on the outlet fraction (F) of CO2. The inlet concentration 

was provided from experimental data so the outlet fraction plots of respective parameters 

from the experiment were analyzed to get outlet fractions of each 3 mins of reaction time and 

these were inserted into equation (3) along with Cin to find Cout. 
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             (3) 

 The reaction time was 30 minutes, and the cumulative adsorption values were 

calculated for every 3 mins. The adsorption column with the internal diameter of 0.025 m and 

0.8 m height was applied. The operation parameters of this study and related input data are 

mentioned in Table 1. The applied temperature range is the suitable operating temperature opt 

for sorbent adsorption while water vapor range represents actual flue gas coming out of coal 

combustion containing 6-12% H2O and coal gasification process with 2-28% H2O [11].  

 

Table 1. 

Applied parameters with respective mass loading and inlet gas velocity 

 Parameters Mass loading (g) Inlet velocity (m/s) 

 Fixed bed 60 0.01 

 Bubbling fluidization 60 0.20 

Flow patterns 

 

 

 

 

Temperature 

 

 

 

 

 

Water vapor content 

Turbulent fluidization 

Fast fluidization 

 

323K 

333K 

343K 

353K 

363K 

 

7% 

13.5% 

18.5% 

22.5% 

 

60 

300 

 

60 

60 

60 

60 

60 

 

60 

60 

60 

60 

1.02 

2.64 

 

0.01 

0.01 

0.01 

0.01 

0.01 

 

0.01 

0.01 

0.01 

0.01 

 

 

By inserting input data from experiment to equation (2), the cumulative adsorption 

capacity of each parameter variation for 30 mins were obtained and these results were be 

used to find the required equivalent cumulative capacity, reaction constant and exponent 

embedded in Avrami equation. MATLAB program was used to identify the reaction constant 

(k), equivalent capacity and Avrami exponent (n) by fitting the curves of the obtained 

cumulative adsorption capacity from previous calculations with time (min) in curve fitting 

tool with Avrami kinetic model [3] as mentioned below. 

 

            (4) 

 

 The following exponents and constant were inserted in Avrami equation again to 

calculate the cumulative adsorption capacity for compromising the simulated results of 

Avrami model with the experimental values. For desorption kinetics, the experimental 

desorption data of the research focused on regeneration of K2CO3/Al2O3 sorbent were 

simulated using Avrami desorption model [2]. In this case, the pressure and temperature were 

only focused as operating parameters to study regeneration capacity of potassium carbonate 

sorbent. The governed equation for regeneration was the same as adsorption. In general, the 

calculation procedures of adsorption and regeneration capacity are nearly the same only differ 

in variation parameters. The experimental results on regeneration with temperature variation 

423K, 473K, 523K and 573K were simulated as well as pressure parameters 0.2 bar, 0.4 bar, 
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0.6 bar and 0.8 bar. The reaction time was set for 30 mins for each case and desorption 

capacity values were collected for every 5 mins. The required k and n values were identified 

in same manner as adsorption kinetic with the use of MATLAB program along with the 

equation (4). Then, the regeneration capacity values obtained from the desorption model were 

fitted with actual experiment results for both modified and unmodified type in the purpose of 

validating the Avrami model capability. 

  

Results and Discussion:  

Effect of adsorption flow patterns   

The four categories of flow patterns on gas-solid reaction with K2CO3/Al2O3 sorbent 

and CO2 were studied to investigate the changes in cumulative adsorption capacity of sorbent. 

According to the Avrami model calculation, the capacity of the sorbent was 8500 mmol/g 

which was the highest in turbulent fluidization condition compared to other patterns. The fast 

fluidization provided the least value of capacity, only 25 mmol/g while the bubbling and 

fixed bed were in second and third. In theory, due to moderate velocity of 1.02 m/s and non-

circulating turbulent flow patterns, the solid sorbent provides greater surface area to react 

with the injected gas promoting the adsorption capacity. In the case of fast fluidization, the 

efficiency of sorbent adsorption can be lower because of the high inlet velocity giving sorbent 

a bit amount of time to react with CO2. Following the procedures to simulate the 

experimental data with Avrami equation, the Avrami exponent (n), equivalent adsorption 

capacity and reaction constant (k) were obtained by fitting the equation (4) in MATLAB 

curve fitting tool and the results are described in Table 2. The changes in adsorption capacity 

influenced by flow patterns are shown in Fig. 2 where the simulated data from Avrami model 

were compared with experimental results. 

 

Table 2. 

Fitting parameters of Avrami model under different flow patterns 

Flow pattern k (1/min) n   qe (mmol/g) 

(Avrami model) 

Fixed bed 0.097 2.5   952 

Bubbling fluidization 0.175 1.7   4723 

Turbulent fluidization 

Fast Fluidization 

0.306 

0.083 

1.8 

1.6 

  8500 

25 
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Figure 2. Effect of different flow patterns on CO2 cumulative adsorption capacity and 

Avrami model fitting with experimental data 

Effect of adsorption temperature   

 With temperature variation, the five cases of temperature parameter mentioned in 

Table. 1 were run with the same 0.01 m/s inlet velocity and 60 g of mass loading for all cases. 

It was investigated that the cumulative adsorption capacity increased along with temperature 

(323K- 333K) showing 1209 mmol/g of capacity in 333 K but it was found decreased in the 

next setting of temperature (343K - 363K). The calculation steps were carried out in same 

manner as Avrami model then k and n values of each temperature setting are expressed in 

Table 3 respectively. The comparison plots between model results and experimental 

outcomes are also described in Fig. 3. 

 

Table 3. 

Fitting parameters of Avrami model under different temperature 

Temperature (K) k (1/min) n qe (mmol/g) 

(Avrami model) 

323 0.131 2.3 519 

333 0.084 2.5 1209 

343 

353 

363 

0.063 

0.181 

0.631 

2.4 

1.9 

2.4 

1009 

256 

128 
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Figure 3. Effect of different temperature on CO2 cumulative adsorption capacity and Avrami 

model fitting with experimental data. 

 

Effect of adsorption water vapor content  

 Four settings of water vapor content were investigated in this study to determine the 

effects of humidity in gas/solid adsorption reaction. By analyzing the calculated results from 

experimental data, the adsorption capacity was promoted due to the existence of water vapor 

in the system. Theoretically, it was found that water vapor can help solid sorbent to promote 

the adsorption capability on carbon dioxide. The parameter of 18.5% water vapor gave a 

significant amount of cumulative capacity nearly two-fold the second highest 13.5%. It was 

investigated that the highest water vapor setting 22.5% gave the lowest value of capacity 

among the others. The detailed outcomes of Avrami kinetics model and experimental results 

are described below. 

Table 4. 

Fitting parameters of Avrami model under different water vapor content 

Flow pattern k (1/min) n qe (mmol/g) 

(Avrami model) 

7 0.269 1.5 104 

13.5 0.128 2.3 559 

18.5 

22.5 

0.083 

0.195 

2.5 

1.7 

1112 

94 
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Figure 4. Effect of water vapor content on CO2 cumulative adsorption capacity and Avrami 

model fitting with experimental data 

 

Effect of regeneration pressure and temperature  

 For the study of desorption kinetics, four parameters of pressure were investigated by 

using Avrami desorption model. Then, it was investigated that the candidate sorbent preferred 

low pressure in desorption stage giving the highest 41 mg at 0.2 bar which was the lowest 

pressure setting. For the pressure above 0.2 bar, it was found that regeneration capacity 

declined drastically. The simulated desorption capacity results from Avrami equation 

compared to experimental data shown in Fig. 5 (a) and fitting parameters in Table 5. 

 

Table 5. 

Fitting parameters of Avrami model under different temperature and pressure 

Parameters k (1/min) n   qe (mg CO2) 

(Avrami model) 

423K 0.088 2.9   204 

473K 0.175 1.7   291 

523K 

573K 

 

0.2 bar 

0.4 bar 

0.6 bar 

0.8 bar 

0.306 

0.083 

 

0.152 

0.083 

0.103 

0.062 

1.8 

1.6 

 

1.1 

4.6 

3.9 

2.4 

  441 

735 

 

42 

34 

12 

6 

As the regeneration reaction of potassium carbonate sorbent is an endothermic 

reaction, temperature changes have a significant impact on the desorption efficiency. The 

experiment was carried out on four different temperatures as described in Table. 5. Following 

the calculation data, it was investigated that the desorption capacity increased with the rise of 

operating temperature. At the highest point 573K, sorbent gave 740 mg of regeneration 

capacity. Avrami equation was used following the same manner as calculating pressure 

parameters to simulate the experimental data then Avrami desorption model fit well as shown 

in Fig. 5 (b).  
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Figure 5. Effect of operating conditions on CO2 regeneration capacity and Avrami model 

fitting with experimental data (left) temperature and (right) pressure. 

 

 

 
 

Figure 6. 3D surface interactions between operation parameters and adsorption capacity 

884



2  (Full paper template) 
 

© The 50th International Congress on Science, Technology and Technology-based Innovation (STT 50) 

 

 
Figure 7. 3D surface interaction between operation parameters and regeneration capacity 

 

 The 3D surface interactions studies for applied parameters and capacity in adsorption 

and desorption were carried out using MATLAB program. For optimum operating 

temperature and water vapor, it was found that the range of 330K- 340K and 18.5% of water 

vapor content gave highest points in respective flow patterns as in Fig. 6. In regeneration, the 

capacity increased along with the rising temperature, but it declined drastically after 0.2 bar. 

According to Fig. 7, 560 K and 0.2 bar were the optimum conditions for regeneration. The 

results of 3D surface interactions were found to be similar with the model results explained 

above showing 8000 mmol/mg range of q in turbulent and 0.2 bar was the best option in 

regeneration pressure variation.  

 

Conclusion:  

Reaction kinetics of selected potassium carbonate sorbent were studied in this work 

with the application of Avrami model. The adsorption and regeneration are the most critical 

parts of the gas-solid reaction in carbon capturing and Avrami model approach can simplify 

the experiment study under various operating conditions with mathematical equations 

minimizing cost and high amount of time. Model validation is needed to verify the fact that 

the Avrami model is eligible for the desired scope. In this study, Avrami kinetic model 

showed reliable results between experimental data in both desorption and regeneration. 

Mostly, the simulation of model will not be the same as experiment so the values can be 

adjusted lower or higher to get the possible outcomes. In carbon capturing by solid adsorbent, 

the effects of operation parameters on the reaction kinetics will not give a complete 

determination of adsorption and regeneration because there are some remaining parameters 

such as gas velocity and reactor designs affecting on sorbent efficiency. The studies of 

reaction kinetic model on solid sorbent for the purpose of carbon capture are still demanding 

and future research on finding optimal operation parameters is recommended to promote the 

efficiency of solid sorbent. 
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Nomenclature  

q          = adsorption capacity (mmol/g or mg CO2) 

qe         = equivalent adsorption capacity (mmol/g) 

t           = time (min) 
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m         = mass of solid loading (g) 

Q         = flowrate (kg/m3) 

Cin       = initial CO2 concentration (mmol) 

Cout      = outlet CO2 concentration(mmol) 

F          = outlet fraction of CO2 
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Abstract:  

Wildfire is a significant global disaster, causing extensive damage to ecosystems and human 

residences alike. Despite the immediate effects of the fire itself, the smoke poses a critical 

threat to air quality and public health, contributing to respiratory diseases and environmental 

pollution. In this study, we aim to develop a model simulating the dispersion of wildfire and 

smoke to understand better and mitigate their impact. In our model, the cellular automata 

algorithm and the probability method were used to construct an equation conditioning the 

state changes of neighboring cells, then the spread of wildfire and smoke dispersion was 

investigated. The model was validated by integrating data on wind vectors, landscape 

elevation, and fuel characteristics of past wildfire events, using it on the model. Evaluation of 

the model's performance has an accuracy of 83% in simulating wildfire behavior compared to 

real-world observation. Through this computational approach, our study contributes to 

wildfire management strategies by providing a tool for predicting and understanding the 

dynamics of wildfire and smoke dispersion, ultimately aiding in the developing more 

effective mitigation and response measures. 

 

Introduction:  
Wildfire is a disaster that causes extensive damage in many ways. The fire from wildfire 

causes critical damage to many living factors, such as agricultural products or habitats of 

living organisms. In 2019, a wildfire in Australia was widely spread over 40,000 square 

kilometers and killed 20 people. Despite the damage from the fire, 25% of PM 2.5 is caused 

by wildfire, poses a critical threat to air quality and public health, contributes to respiratory 

diseases and can lead to heart attack.1 

 

Methodology:  

This study uses Cellular Automata to develop a computational model capable of simulating 

the dispersion of wildfire and smoke. The proposed model was constructed using a 

combination of the cellular automata algorithm and a probabilistic approach. This hybrid 

method was chosen to effectively capture the dynamic and stochastic nature of wildfire 

propagation and smoke behavior in diverse landscapes. 

In the proposed model, the simulation map is divided into a 2D array of squares of the 

same size called a cell. All cells obey a simple rule regarding its eight neighboring cells. All 

changes from the rules of the entire array will be applied simultaneously in another transition. 

The duration between each transition is called a time step. Each cell in our model consists of 

four information layers: Geographical & Climate, Vegetation Types, Wildfire, and Dust. 

Geographic & Climate Layer and Vegetation Types Layer 

 The Geographic & Climate layer includes terrain elevation and wind for each cell. 

The elevation data are kept as a number in each cell representing its average elevation. 

However, the wind data are kept as two numbers: wind speed, and its angle with respect to 

the x-axis. This data is needed since wildfire tends to propagate upwards and along the wind.  
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 Vegetation Types layer includes vegetations in each cell and its propagation constants 

 describing fire propagation and dust emission rate in each vegetation type. Since fire 

spreads faster among small plants such as grasses and shrubs than among large trees. Each 

type also has a different dust emission rate.2,3 

 Both layers are inputted by users, and in this model, we assume that these values in 

both layers do not evolve over time. 

Wildfire Layer 

 The wildfire evolves over discrete time and space according to rules which is based 

on probabilities and other geographical properties. For each individual cell, we define 

variables for x-axis wind speed as , y-axis wind speed as , and terrain height as . For 

which there are three states for each cell in this layer:  

1) Has fuel & has not burnt. 

 2) Burning 

 3) Fully burnt, no fuel, or can’t be burnt. 

All cells start in either state 1) or state 3) in the initial state. Then, we ignite some of the cells, 

change their states to state 2), and simulate the wildfire.4,5 

 For this layer, the model uses a probabilistic approach. Each cell  will consider all 

its 8 neighboring cells. The probability  that a fire spreads from cell  to its neighbor is 

described by: 

 
Here,  represents probabilistic factor from vegetation types.  represents factor from 

wind, and  represents factor from elevation slope. 

  is a constant which can be inputted and adjusted in the vegetation type layer, 

while  and  are described below.2 

 

 
Where  represents wind speed, ,  and  represent adjustable constants.  and  are 

wind angle and slope angle respectively. All parameters’ units in this model are independent 

from those of in the real world and the values of each parameter need to be calibrated before 

being used. 

 

 
 

 

 

 

 

 
 

 

 

Figure 1. Visualization of wind angle  (left) and slope angle  (right) 

 

Dust Layer 

The proposed model uses gaussian plume dispersion equation described by:6 
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Where,  and  are horizontal and vertical coefficients,  is concentration at given  

point from the emission point, and  is rate of emission. 

 For which our model assumes  = 0 and  = 0 

 and  are based on wind stability in 4 states (extremely unstable, moderately unstable, 

slightly unstable, and neutral) where they are described by 

 

 
where, the a, b, c, d, e and f constants depend on the stability class and on the distance, i.e. 

they may be different for  values smaller or greater than 1 km.7 The proposed model 

assumes a Neutral wind stability and downwind distance > 1 km but can be changed as we 

need. 

 

Results and Discussion:  

The proposed model is tested with a small and uncomplicated initial dataset at first to verify 

the accuracy of model’s predictions and refine the values until it performs correctly. 

  

Results analysis is calculated by: 

 
Where,  is the number of cells that has caught fire in the simulation, and  is the 

number of cells that has caught fire in the picture. 

Model Functionalities 

 
Figure 2. Influence of wind speed on fire spread 

 (Top left → Top Right → Bottom Left → Bottom Right) 
 From Low to High 

  

In Figure 2, the wind is simulated to come from the right side of the simulation field, 

resulted in a fire direction going more into the left side. 
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 Figure 3. Influence of elevation slope on fire spread 

(Top left → Top Right → Bottom Left → Bottom Right) 
 From Low to High 

 

In Figure 3, the slope angle is set to be higher in each simulation resulted in a more 

defined border of fire front from being a curve to a straighter line like.  

 
Figure 4. Influence of vegetation type on fire spread 

  

In Figure 4, dark green part has a slower rate of burning from a lower we set. This 

results in a less spread of the fire on the dark green part compared to light green. 

Results 

For the verification of the fire spreading module, a wildfire case from satellite image 

of GISTDA-SENTINEL2 were used [Chiang Mai, Doi Inthanon, 2020] (Figure 5.) which we 

mapped (Figure 6.) the vegetation types and input the corresponding coefficient into the 

model. 
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Vegetation Types 

 
Initial State* 

 
Final State* 

 

Figure 5. Wildfire case used in the model  
(*red filtered) 

GISTDA-SENTINEL 2 [Chiang Mai, Doi Inthanon, 2020] 

 

 
Vegetation Types 

 
Initial State 

 
Final State 

Figure 6. Mapped image  

 

The input is simulated until the final timestep is reached and compared to real final 

state. See below. 

  

 
Last Simulated Time Step 

 
Real Final Step 

Figure 7. Comparison between Simulated and Real event 

  

Optimizing the run time of the model is one of our top priorities. We ran the model 

for some size of map (cells * cells) and graph out the run time. See Figure 8. 
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Figure 8. Time taken for model to run for each map size 

  

Time taken to simulate 100-time steps 

• 250 x 250 - 27 s 

• 500 x 500 - 53 s 

• 1000 x 1000 - 146 s 

• 2000 x 2000 - 517 s 

And on average 

• 250 x 250 - 0.27 s 

• 500 x 500 - 0.53 s 

• 1000 x 1000 - 1.46 s 

• 2000 x 2000 - 5.17 s 

The model can work quickly enough for forecast forest fires, and the time it takes 

depends on the number of cells on the map. 

For dust concentration module, result from gaussian plume dispersion equation 

implemented into the model is as shown. 

  

 
Figure 9. Result from dust particles simulation 

  

To verify the accuracy of the model, we used NOAA’s READY model inputted with 

the same initial variables condition. 

The variables used for both simulation: 

• Q (Gas emission rate) 

• H (Origin of dispersion height, m) 

• v (Downwind velocity, m/s) 

• wind direction (wind_dir, degrees) 

• r (radius) 

• t (generation time frame, hours) 
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Figure 10. Simulation Result from READY model 

  

The results are similar to those generated by the READY model were obtained. 

Additionally, the time required to produce concentrations in the proposed model was 

significantly reduced. 

 

Conclusion:  

The proposed wildfire model consists of three adjustable variables: wind, elevation, and 

vegetation type. It can work quickly depending on the number of cells in the map. When the 

model was tested on real-life samples, it was 83 percent accurate in predicting wildfires. The 

inaccuracy was caused by; Sample’s satellite image resolution, terrain and wind information 

that wasn’t detailed enough, and few vegetation types. 

For dust layer, the model uses gaussian plume dispersion model which is close to 

NOAA’s READY Model using the same initial conditions. 

To be fully able to use the model, we need to integrate our currently two separate 

modules of fire and dust to one single model with two layers. An interface for inputting initial 

state parameter can also be further developed. 

Suggestions 

• More factors should be taken into consideration, such as humidity, temperature, and 

more types of vegetation.  

• The model should be implemented into other programming languages and optimized 

for faster execution.  

• A more efficient and accurate input method for scenarios should be implemented.  

• Calculations in this model should be given an appropriate size for faster execution.  

• All variables and constants in the model must be calibrated before execution. 
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Abstract:  

Rice Husk Silica (RHS) in amorphous phase was extracted through leaching of 
hydrochloric acid and calcination from rice husk, which is a byproduct from rice milling 
process. This RHS was then employed as an effective silica source (97.96%) for synthesizing 
zeolites. Zeolites are well-known for their unique structural features and are particularly 
valued for their CO2 capture capabilities. The cations within zeolites are crucial in attracting 
CO2 molecules into their pores. While zeolites inherently possess good CO2 adsorption 
capacity, their performance can be further enhanced through surface modifications that 
increase CO2 uptake. Zeolites with the FAU structure are extensively researched due to their 
stable crystal formations and expansive pore volumes. Amine functionalization has been 
widely used to increase CO2  adsorption in these zeolites for effectively enhancing their CO2 
capture capacity. In this study, NaY zeolite was synthesized from local Thai rice husk waste 
to become silica and subsequently modified on its surface with various types of amines. The 
results demonstrated that high-purity silica was successfully extracted from the rice husk 
waste, providing an adequate silica base for zeolite synthesis. The synthesized NaY zeolites 
were characterized by XRD to confirm the zeolite structure and FT-IR to determine 
functional groups. Furthermore, the amine-modified zeolites exhibited enhanced CO2 capture 
efficiency across multiple adsorption-desorption cycles. 
 
Introduction:  

Air pollution is emitted from industries and power plants that burn fossil fuels such as 
coal, oil and natural gas. This emitted air pollution known as a greenhouse gas, including 
carbon dioxide (CO2), is the major contributor to global warming and continually rising 
global temperatures [1]. The growing demand for energy and the reliance on fossil fuels in 
urban and industrial activities have led to an excessive production of greenhouse gases. 
Prioritizing the capture of CO2 is crucial for environmental protection. One approach is to 
reduce fossil fuel usage and increase the use of renewable energy sources. Other solutions 
include separating and converting CO2 into valuable fuels. Currently, absorption and 
adsorption are the most commonly used methods for CO2 capture [2]. Various materials, 
including zeolite-based catalysts, are used for CO2 conversion [3]. 

Solid adsorbents such as silica [4], zeolite [5], MOF (Metal Organic Framework) [6], 
activated carbon [7], alumina [8], metal oxides [9] and organic polymers [10] are used in 
adsorption application. Zeolites are preferred adsorbents for CO2 due to their high surface 
area, appropriate pore size, and thermal and chemical stability, especially at low 
temperatures. 

Rice husk, which is often considered as a solid waste from rice milling, contains 
approximately 70% of organic compounds and 30% of hydrate silica (SiO2) [11]. When rice 
husk is leached with mineral acid and then calcined in air, it produces white powder rice husk 
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silica (RHS). RHS, with its high silica purity, is an excellent source for producing inorganic 
materials like silicon carbide and silicon nitride. Additionally, RHS has been used as a silica 
source for synthesizing microporous materials such as zeolites and mesoporous silica.  

Zeolites are microporous crystalline aluminosilicates composed of tetrahedral TO4 units 
(T=Si or Al) linked together by sharing oxygen atoms. The general formula of zeolites is 
Mn+[SixAlyOz]•mH2O where Mn+ is extra-framework cation, [SixAlyOz] is zeolite framework, 
and mH2O is water molecules in sorbed phase. NaY zeolite, the main focus in this work, is in 
the faujasite (FAU) family with a framework containing double 6-rings linked through 
sodalite cages, creating supercages with an average pore diameter of 7.4 Å [12]. Among the 
FAU structure zeolites, 13X and NaY are the most widely used for the adsorption and storage 
of CO2 [13]. The efficiency of NaY zeolites in CO2 adsorption is attributed to their high 
surface area, robust crystal structure, and extensive three-dimensional pore network. Cations 
in zeolites play a critical role in CO2 capture because they can attract CO2 into zeolite. 

Amine modification of zeolites enhances CO2 adsorption by introducing amine groups 
onto the zeolite surface. This modification can activate aluminum sites, increase surface area, 
reduce pore size, and improve porosity, stability, and regeneration properties. 
Monoethanolamine (MEA) and diethanolamine (DEA) are commonly used to boost the 
adsorption capacity and selectivity of zeolites. Equations (1) and (2) illustrate the reactions of 
different amines with CO2: Equation (1) represents the reaction between CO2 and primary 
amines, while Equation (2) shows the reaction between CO2 and secondary amines [2]. 

CO2+2RNH2⟺RNH3+ + RNHCOO−    (1) 
CO2+2R1R2NH⟺R1R2NH2+ + R1R2NCOO−   (2) 

In this study, NaY zeolite was synthesized from local Thai rice husk waste to become 
silica and subsequently modified on its surface with various types of amines include: 
Monoethanolamine (MEA), Diethanolamine (DEA), 2- amino-2-methyl-1-propanol (AMP), 
N-methyl-4-piperidinol (MPDL) and Methyldiethanolamine (MDEA). The results 
demonstrate that high-purity silica was successfully extracted from the rice husk waste, 
providing an adequate silica base for zeolite synthesis. The amine-modified zeolites exhibited 
enhancement of CO2 capture efficiency across multiple adsorption-desorption cycles. 

 
Methodology:  
1. Silica extraction from Rice husk 

Rice husk (local rice mill, Thailand) was washed thoroughly with water to remove the 
adhered soil and dust and dried at 100 °C overnight. The dried rice husk was refluxed in 3M 
HCl solution (37%wt HCl, Merck) for 3 h, filtered and washed repeatedly with water until 
the filtrate was neutral (pH 5-7). After the acid treatment, the rice husk was dried at 100 °C 
overnight and pyrolyzed in a furnace muffle (Carbolite) at 600 °C for 5 h to remove the 
organic contents [12]. The obtained product, RHS was characterized by X-ray Fluorescence 
(XRF), Fourier-transform infrared spectroscopy (FTIR) and X-ray Diffractometer (XRD). 
 
2. Synthesis of NaY Zeolite using silica extracted from Rice husk 

The zeolite NaY was synthesized from a seed gel and feedstock gel with a procedure 
modified from that described elsewhere [14]. The major difference between seed gel and 
feedstock gel is that the feedstock gel was prepared and used immediately without aging. The 
first part, the seed gel (solution 1) with a molar ratio of 10.67Na2O: Al2O3: 10SiO2: 180H2O 
was prepared by adding Na2SiO3 solution to the solution of NaAlO2 (Cernic international 
CO., LTD.). The mixture was stirred until homogeneous and transferred into a polypropylene 
(PP) bottle, capped, and aged at room temperature for 24 h. The feedstock gel (solution 2) 
with molar ratio 4.30Na2O: Al2O3: 10SiO2: 180H2O was prepared in similar fashion to that of 
the seed gel except that it was used immediately without aging. The NaY synthesis in which 
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the seed gel and the feedstock gel were mixed and aged at room temperature for 24 h and 
crystallized at 90 °C at 24 h. After the crystallization, the samples were cooled down to room 
temperature. The solid product was separated by filtration, washed thoroughly with distilled 
water, and dried at 110 °C. The obtained product was characterized by X-ray Fluorescence 
(XRF), X-ray Diffractometer (XRD), Surface area and Pore size analyzer: BET and CHN 
analyzer. 
 
3. Preparation of the amine/zeolite sorbents 

A non-modified solid sorbent, Amines was loaded on support NaY zeolite by 
impregnation method. The 3 g of NaY zeolite and 30% Amines with 70 ml of de-ionized 
water were mixed on stirrer at the speed of 220 rpm for 24 h. Then, the mixture was filtrated 
and dehydrated in oven at 100 °C for 24 h. To study the effect of preparation method, the 
preparation parameters affecting the CO2 adsorption capacity of solid sorbents were explored. 
There are parameters to study including: solid sorbent modification using MEA (supplied by 
Chemipan company),  DEA (supplied by KEMAUS), AMP (supplied by Myskinreceipt), 
MPDL and MDEA (supplied by Hebei Guanlang biotech). 
 
4. CO2 capture experiment 

The experimental apparatus utilized for the CO2 capture process is shown in Figure 1. To 
initiate CO2 adsorption, a 1 g sample of the sorbent was loaded into a fixed bed reactor. The 
sorbent was then regenerated by heating the reactor to 120°C for 45 minutes with N2 gas 
(supplied by Thai-Japan company). The flow rate of the N2 gas was controlled by a mass flow 
controller set at 150 mL/min. The adsorption process was began by introducing the ambient 
air, which contains CO2 at a concentration of approximately 400 ppm at feed flow rate 
maintained at 150 mL/min. The CO2 concentration in the outlet gas was continuously 
monitored using a CO2 sensor. The process continued until the sorbent reached saturation, as 
indicated by the sensor readings showing CO2 levels around 400 ppm. 
 

  
Figure 1. Schematic diagram of CO2 capture process in fixed bed reactor 

Results and Discussion:  
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1. RHS characterization 
The chemical compositions of RHS in the form of stable oxides are shown in Table 1. The 

major component was SiO2 with purity approximately 98%wt along with small amounts of 
other inorganic oxides. The silica purity of the RHS from acid-leached rice husk was 
sufficient to use as a silica source for the synthesis of NaY zeolite.  
 
Table 1. Chemical components of RHS determined by XRF. 

Component %wt. 
SiO2 98 
Al2O3 0.6 
CaO 1 
K2O 0.4 

 
1.1 Fourier-transform infrared spectroscopy (FTIR) 

Characterization was carried out to examine the functional group characteristics of the 
silica synthesized from RHS. The spectra were obtained at wavenumber 400–2000 cm-1, and 
the results are shown in Figure 2. The result showed that the appearance of the synthesized 
silica by hydrochloric acid indicates asymmetric stretching vibration of the siloxane bonds 
(Si–O) at 1058.73 cm-1 and symmetric stretching vibration 803.69 cm-1. The peaks appearing 
at 441.14 cm-1 can be attributed to Si-O-Si bending vibration [15]. 

 

 

Figure 2. FTIR spectra of RHS. 

 
1.2 X-ray Diffractometer (XRD) 

XRD pattern of RHS in Figure 3, only a broad peak with 2θ at 22°, which is a 
characteristic of a high purity amorphous silica (SiO2), was observed. This assumption 
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correlates well with the result from elemental compositions from XRF as demonstrated in 
Table 1. Moreover, the obtained silica in the amorphous phase could be beneficial for zeolite 
synthesis because it can be dissolved easily in NaOH solution to produce sodium silicate 
(Na2SiO3) for NaY zeolite synthesis [12]. 

 

 
Figure 3. XRD pattern of RHS. 

 
 

2. NaY zeolite characterization 
2.1 X-ray Fluorescence (XRF) 

The chemical compositions and SiO2/Al2O3 ratio of NaY zeolite were analyzed by 
energy dispersive XRF. The results are shown in Table 2. The SiO2 and Al2O3 were the 
predominant oxides with a mass ratio of 2.47. The Si/Al ratio of NaY zeolite is the ratio of 
silicon (Si) to aluminum (Al) atoms in the framework, which is directly related to the 
SiO₂/Al₂O₃ ratio. In NaY zeolite, the typical Si/Al ratio is between 2 and 3, with a common 
value of around 2.5 [16]. 
 
Table 2. Chemical components of NaY zeolite. 

Component %wt. 
SiO2 58.5 
Al2O3 23.7 
Na2O 15.8 

SiO2/Al2O3 ratio 2.47 
 
2.2 X-ray Diffractometer (XRD) 

The XRD patterns of NaY zeolite are shown in Figure 4. The products from 
synthesized NaY zeolite were characterized by XRD compared with the pattern of standard 
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NaY. As shown in Figure 4, synthesized NaY zeolite gave an XRD pattern characteristic of 
NaY, and all peaks were similar to those of the standard NaY. In addition, the NaY zeolite 
whose peaks are at 2-Theta of 5°, 10°, 11°, 15°, 19°, 20° and 24°. The process with an aging 
time of 24 hours was sufficient to produce NaY in its pure phase, confirming the successful 
synthesis of pure NaY zeolite from silica extracted from RHS [17]. 
 

 

Figure 4. XRD spectrum of (A) standard NaY zeolite and (B) NaY synthesis. 
 

2.3 Surface area and Pore size analyzer: BET 
The N2 adsorption–desorption isotherms of NaY zeolite at 77 K in Figure 5. are of a 

typical type IV isotherm, which indicate the mesoporous feature of the adsorbents. The pore 
characteristics of the adsorbents are listed in Table 3 [16]. The BET surface area was 
measured to be 616.9 m²/g, closely matching values reported in other studies [12][18] on 
NaY zeolite synthesis, this is evidence that crystallization for 24 h allowed a more complete 
formation of NaY zeolite and the high surface area highlights its effectiveness as an amine 
support. 
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Figure 5. N2 adsorption–desorption isotherms of NaY zeolite. 

 
Table 3. The BET surface areas, pore volumes, and average pore diameters of NaY zeolite. 

Sample BET surface area 
(m2/g) 

Pore volume 
(cm3/g) 

Pore diameter 
(nm) 

Ref. 

NaY zeolite 616.9 0.37 2.47 This work 
NaY zeolite 625.1 0.32 2.55 [12] 
NaY zeolite 691.5 0.43 2.55 [18] 

 
2.4 CO2 adsorption capacity 

In order to examine the CO2 adsorption capacity on solid absorbent, the repeated CO2 
adsorption–desorption runs were carried out. In this recycle test, the value of maximum CO2 
adsorption capacity was steady at each run due to complete removal of CO2 from the 
synthesized adsorbent in the process of desorption. The maximum capacities of MEA/NaY, 
DEA/NaY, MPDL/NaY, AMP/NaY and MDEA/NaY were 14.31, 10.19, 10.73, 3.28 and 
2.66 mgCO2/g adsorbent, respectively (Table 4 and Figure 6). 
 
Table 4. CO2 adsorption capacity of non-modified and amine-modified NaY zeolites. 
Sample CO2 Adsorption Capacity 

(mgCO2/g sorbent) 
NaY zeolites 1.67 
MEA/NaY 14.31 
DEA/NaY 10.19 
MPDL/NaY 10.73 
AMP/NaY 3.28 
MDEA/NaY 2.66 
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Effect of the amine types 
As mentioned above, the average pore diameter of NaY zeolite is 2.46 nm, which renders 

it mesoporous and therefore suitable for amine loading. The CO2 adsorption capacity was 
studied by impregnated amine to the solid sorbent. MEA/NAY had higher CO2 adsorption 
capacity than DEA and MPDL modified sorbents. This may be attributed to the functional 
group R-NH2 of amines should be the active sites for CO2 adsorption. 

The interaction of CO2 with amines can be governed by several different mechanisms. 
Primary and secondary amines can react directly with CO2 to produce carbamates through the 
formation of zwitterionic intermediates. The mechanism for the reaction of CO2 with 
primary, secondary, and tertiary amines, the first step proceeds with the lone pair on the 
amine attacking the carbon from CO2 to form the zwitterion. Free base then deprotonates the 
zwitterion to form the carbamate. Tertiary amines react with CO2 through a different 
mechanism. Instead of reacting directly with CO2, tertiary amines catalyze the formation of 
bicarbonate. In this mechanism, CO2 does not bind with tertiary amines without H2O (under 
dry condition). In this study, the CO2 adsorption test was carried out under dry conditions, 
and this cannot serve the role of the CO2 capturing. This leads lower adsorption capacity than 
theoretical value. Adsorbed amount of CO2 on MDEA/NaY and AMP/NaY was very low for 
the adsorption test under the dry condition, and the adsorption of CO2 on tertiary amines may 
be due to electrostatic and van der Waals forces [19]. 

 

 
Figure 6. CO2 adsorption capacity of amine-modified NaY zeolites. 

 
Conclusion:  

The development of an alternative silica extraction from Rice husk waste and utilization 
in NaY zeolite synthesis was accomplished by leaching in 3M HCI solution. The SiO2 
purities obtained from the Rice husk (RHS) 98wt%. NaY zeolite was successfully 
synthesized from RHS. NaY zeolite as supports for amine-based adsorbents and used for 
adsorbing CO2 in fixed bed reactor. The loading of the five amines (MEA, DEA, MPDL, 
AMP and MDEA) on the NaY zeolite was investigated, and the adsorbent loaded by MEA 
was found to have the highest CO2 adsorption capacity 14.31 mgCO2/g adsorbent. The 
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functional -NH2 group of the amines was found to be the active site and chemical adsorption 
be the primary mechanism for CO2 adsorption. 
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Abstract:  

Since the beginning of the industrial revolution, there has been an unprecedented 

increase in heavy pollution released from industries such as the combustion of fossil fuels 

including coal, crude oil, and natural gas which contributes to global warming and climate 

change, resulting in global average temperatures rising by 0.8-1.2°C. In 2020, the average 

yearly CO2 level in the atmosphere has increased by about 50% and reached its highest value 

of 420 ppm. An interesting CO2 capture technology is direct air capture (DAC) by solid 

adsorbent. A suitable solid adsorbent should have high CO2 adsorption capacity, selectivity, 

and stability during several adsorption/desorption cycles. Zeolite 13X is one of the most 

interesting adsorbents due to the features listed above. However, utilizing the conventional 

heating approach to regenerate zeolite 13X consumed a lot of energy during the regeneration 

process. Another fascinating option is to use microwave radiation because it is easy to operate 

and use less time to regenerate. This study then investigated the effect of microwave oven 

power and regeneration time of zeolite 13X. Moreover, the ANOVA analysis was applied in 

this study to evaluate the suitable condition in term of regeneration efficiency. 

 

Introduction:  

Global climate change is an immediate and pressing issue that requires urgent global 

attention. The average global temperature has risen by 0.8 to 1.2oC. Additionally, CO2 levels 

have risen by 50% since the Industrial Revolution, with the highest recorded value of 412.5 

ppm in 2021. [1] This elevated level of CO2 contributes to the greenhouse effect by trapping 

excess heat in the atmosphere, thereby driving global warming. Extensive research indicates 

that, in addition to industrial emissions, which are primarily caused by fuel burning, human 

daily activities significantly contribute to the increase in atmospheric CO2 levels. [2, 3] 

Consequently, technologies for capturing CO2 directly from ambient air at low concentrations 

have been developed to address this issue [4], as only industrial CO2 capture is insufficient to 

eliminate excess CO2 emissions. The use of liquid amine-based to capture CO2 is a 

conventional method for capturing CO2 directly from the air. However, this strategy has 

drawbacks. First, the amine solution has a corrosive effect on the equipment. Second, the amine 

degrades when it is used over multiple adsorption/desorption cycles. Finally, it takes a lot of 

energy to regenerate. [5] Given these considerations, using solid adsorbents for direct air CO2 

capture is a promising alternative due to the low energy requirement for regeneration, relatively 

fast kinetics, reasonable stability over multiple adsorption/desorption cycles, and high CO2 

equilibrium loading compared to liquid amine-based CO2 capture method. [6,7] 

Generally, silica, zeolite, MOF (Metal Organic Framework), activated carbon, 

graphene, metal oxides, alumina, and organic polymers are some of the most widely used solid 

adsorbents for CO2 adsorption. Among these, zeolites are particularly notable due to their high 

surface area, well-defined pore sizes, and commendable thermal and chemical stability, which 

results in high CO2 adsorption capacity. Specifically, zeolite 13X has been identified as the 
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most effective zeolite for CO2 capture due to its suitable silica to alumina ratio. Moreover, 

zeolite 13X has a more complex FAU structure and a larger pore size than other zeolites. Due 

to the larger pore size, zeolite 13X can accommodate larger molecules, such as CO2, which 

results in a greater CO2 adsorption capacity. [8] 

Zeolite 13X with a limited thermal conductivity presents significant challenges for its 

regeneration. Conventional heating methods, also known as temperature swing adsorption 

(TSA), are energy-intensive and time-consuming. Furthermore, it also has a disadvantage in 

terms of heat loss due to conduction, convection, and radiation, which is a mechanism that 

occurs during the heating process for regeneration. [9] As a result, microwave regeneration is 

a novel technique that uses microwave radiation to directly heat the sorbent by inducing 

molecular vibrations within the sorbent and releasing captured CO2 without first heating the 

reactor walls. Moreover, Microwave regeneration offers potential advantages, including quick 

start-up and stopping, non-contact heating, reduced energy consumption, and shorter 

regeneration times compared to conventional methods. [10, 11] Elison et al. reported that 

microwaves have reduced CO2 desorption times by 50% compared to conventional 

regeneration due to the fast heat rates caused by microwave irradiation. Furthermore, the 

energy required for microwave desorption was estimated to be approximately 16-18 kJ/mol, 

which is less than half of the energy needed for conventional thermal desorption, which is 

around 41.5 kJ/mol. [12] Similarly, Nokpho et al. investigated the regeneration of gamma-

alumina sorbent modified with potassium carbonate and monoethanolamine using microwave 

radiation. Their study reported that the microwave regeneration approach not only increases 

efficiency but also the sorbent's reusability. [13] 

The factors discussed above motivate this study, which focused on the microwave 

regeneration of zeolite 13X by capturing CO2 directly from the air using a fixed-bed column. 

The objective of this study is to evaluate the effects of microwave power and time on the 

regeneration efficiency of the adsorbent over multiple adsorption/desorption cycles. In 

addition, the ANOVA analysis was applied in this study to evaluate the suitable condition in 

term of regeneration efficiency. 

 

Methodology:  

 
Materials 

 The CO2 capture adsorbent used in this study is a commercial zeolite 13X in the shape 

of spherical pellets provided by Jiangxi OIM Chemical CO., LTD, China. The particle size 

ranged from 1.6-2.5 mm, with a bulk density  0.64 g/ml. The purity of N2 used was 99.99% 

was supplied by Thai-Japan company and CO2 ~ 400 ppm adsorbed from ambient air. 

 

CO2 adsorption experiment  

The experimental setup comprises three primary sections, as illustrated in Figure 1. This 

schematic diagram depicts the CO2 capture process within a fixed-bed reactor and includes the  

following components: gas preparation, CO2 adsorption, and CO2 analyzer. For the  

gas preparation step, the ambient air which contain CO2 about 400 ppm was pumped from the 

ambient air using an air compressor and N2 came from the gas tank.  

In the CO2 adsorption part, N2 gas was introduced at a flow rate of 1 L/min. This gas 

was purged through the column for approximately 30 minutes to eliminate all volatile gases 

from the reactor and associated pipelines. Then, CO2 from the gas preparation section was fed 

into the fixed-bed column at a flow rate of 5 L/min. The operating temperature and pressure of 

this experiment were 30oC and 1 bar, respectively. 
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Figure 1. Schematic diagram of CO2 capture process in a fixed-bed reactor. 

 

Equilibrium in the system was attained when the CO2 concentration of the gas at the 

outlet matched that of the gas at the inlet, where the outlet CO2 concentration was monitored 

continuously by a CO2 sensor (with error limits of ± 0.01 %vol CO2) in the CO2 analyzer 

section. Then, the amount of CO2 adsorbed per unit mass of solid sorbent (qeq) was calculated 

using equation (1) [13]. 

 

                                       q
eq
=

1

m
∫ Q(Cin-Cout)dt
t

0
                                                          (1) 

 

where qeq is the amount of CO2 adsorbed per unit mass of solid sorbent at equilibrium 

(mgCO2/g-sorbent), m is mass of solid sorbent (g), Q is mass flow rate of gas (mg/min), Cin is 

mass concentration of CO2 in inlet gas (%CO2), Cout is mass concentration of CO2 in outlet gas 

(%CO2) and t is adsorption time (min). 

  

Microwave regeneration of zeolite 13X 

 To reuse the sorbent, a regeneration process was applied. Regeneration was performed 

under conventional microwave oven by using 2 factors including: microwave power and 

regeneration times according to the 2k factorial design method, where ‘2’ represents the two 

levels of each factor under consideration (‘high’ and ‘low’ levels), while ‘k’ enumerates the 

different influencing factors subjected to the test. [13, 14] In the systematic evaluation of these 

factors, two levels were tested for each parameter. Microwave power was examined at 300 W 

and 600 W, while regeneration time was assessed at 5 minutes and 15 minutes. The test range 

for the regeneration of zeolite 13X adsorbent is based on research that recommends a wide 

regeneration temperature range of 90°C to 250°C. [9, 15, 16] To determine the optimal 

regeneration conditions, this study adjusted the microwave power and regeneration time, 

converting these parameters to temperature values using an infrared thermometer. 

Consequently, the optimum range for microwave power and regeneration time was established, 

as detailed in Table 1. 

 

Table 1. Experiment range and level of the regeneration operating parameters. 

Operating parameter Symbol Unit Level 

   Lower Middle Higher 

Microwave power A watt 300 450 600 

Regeneration time B minute 5 10 15 
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 To assess CO2 capture capacity and regeneration efficiency, the regeneration efficiency 

was calculated using Equation (2). The adsorption and desorption processes were conducted 

across 5 cycles. 

 

                                   REG (%)=
𝑞𝑎𝑣𝑔,𝑟𝑒𝑔

𝑞𝑓
× 100                                                          (2) 

 

where REG is the regeneration efficiency of the sorbent (%), qavg,reg is CO2 adsorption 

capacity, averaged over five cycles (mgCO2/g-sorbent), qf is CO2 adsorption capacity of 1st 

cycle (mgCO2/g-sorbent). 

 
Results and Discussion:  

 

CO2 capture capacity 

Figure 2 illustrates a comparison of CO₂ adsorption capacity of the adsorbent across 5 

CO2 adsorption-desorption cycles under various experimental conditions. The results indicate 

that case 5 (600 W, 15 min) provided the adsorbent with notable stability in CO₂ adsorption. 

Particularly, the adsorption capacity in the 5th cycle under this condition was 14% lower than 

that in the 1st cycle. In contrast, under experimental cases 1, 2, 3, and 4, the CO2 adsorption 

capacities in the 5th cycle were reduced by 76%, 72%, 60%, and 70%, respectively, compared 

to the 1st cycle. The data suggest that increasing microwave power and regeneration time 

generally improves the stability of zeolite 13X in CO₂ adsorption. Additionally, the CO₂ 

adsorption capacities under cases 1, 2, 3, and 4 exhibited a similar trend, with a notable increase 

in capacity observed between cases 4 and 5. These findings highlight the need for further 

investigation into the regeneration efficiency and ANOVA analysis, to better understand the 

effects of regeneration conditions on adsorption performance. 

 

 
Figure 2. CO2 adsorption capacity of zeolite 13X at 5 adsorption-desorption cycles in 

different regeneration conditions. 

 

Regeneration performance 

 Figure 3 presents the regeneration efficiency, calculated using Equation (2). For case 5, 

which involved a microwave power of 600 W and a regeneration time of 15 min, the 

regeneration efficiency was 98.41%, surpassing that of the other conditions. This higher 

efficiency can be attributed to the greater energy input and extended duration provided in this 

case. Increasing microwave power and regeneration time causes molecular vibrations within  
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the absorbent to remain in the microwave field for a longer duration, causing the temperature 

of the adsorbent to rise. This increases the kinetic energy of the CO₂ molecules, thereby 

overcoming the adsorption energy barriers and facilitating their release from the zeolite 

structure. This phenomenon not only promotes the release of adsorbed CO₂ but also enhances 

the efficacy of the adsorbent in subsequent cycles of the CO₂ adsorption process. [17] 
 

 
Figure 3 The regeneration efficiency of zeolite 13X with different regeneration conditions 

 

Statistical analysis 

The experimental results presented above are based on a 2k factorial design experiment 

approach to investigate the simultaneous effects of process variables. This method is effective 

for investigating the interactions and influences of several factors on the experimental outcome 

of interest. The statistical analysis was applied to assess the effects of the factors under 

investigation, including microwave power, regeneration time, and regeneration cycle. The 

ANOVA method, also known as Analysis of Variance, was used as a statistical technique 

comparing the means of two or more groups to determine if they are significantly different 

from each other. [18] The results were analyzed with the findings presented in Table 2.  

 

Table 2 ANOVA analysis table. 

Source Sum of 

Squares 

df Mean Square F-value p-value 

Model 6434.75 4 1608.69 69.88 0.0027 

1. Microwave power 2664.14 1 2664.14 115.73 0.0017 

2. Regeneration time 2043.84 1 2043.84 88.78 0.0025 

3. Regeneration cycle 38.68 1 38.68 1.68 0.2856 

4. Interaction of Microwave 

power-Regeneration time 

1688.10 1 1688.10 73.33 0.0033 

Residual 69.06 3 23.02   

Cor Total 6503.81 7    
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The factors analyzed in Table 2 were chosen through statistical methods, with a Model 

F-value of 69.88 indicating significant results. Key variables affecting regeneration efficiency 

are microwave power, regeneration time, and their interaction, which significantly impact 

efficiency with p-values of 0.0017, 0.0025, and 0.0033, respectively. Microwave power is the 

most influential variable, supported by the highest F-value of 115.73. However, the 

regeneration cycle variable did not significantly affect efficiency due to a p-value of 0.2856. 

Figures 4 and 5 illustrate 2D and 3D interaction between study variables and 

regeneration efficiency, respectively. The result show that increasing of microwave power and 

regeneration time improve efficiency, enhancing molecular vibrations and prolonging the 

zeolite 13X adsorbent's microwave exposure. This leads to higher temperatures, facilitating 

more CO2 release and thus better regeneration efficiency. Optimal conditions were identified 

as 600 W of microwave power and 15 minutes of regeneration time. The number of 

regeneration cycles did not significantly alter efficiency, suggesting that the study's conditions 

were inadequate for complete CO2 desorption. 

 

 
Figure 4. Interaction between study variables and regeneration efficiency. 

 

 
Figure 5. 3D surface interaction between study variables and regeneration efficiency. 
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Conclusion:  

 This study evaluated the effects of microwave regeneration operating variables 

including microwave oven power, regeneration time, and regeneration cycle affected the 

regeneration efficiency of zeolite 13X solid sorbent by using a 2k factorial design experiment 

to identify optimal conditions. ANOVA was employed to investigate the interactions and 

influences of these factors on regeneration efficiency.  

 In the investigation of the adsorbent regeneration process, it was observed that 

microwave-assisted regeneration emerged as an innovative method that yielded results 

exceeding expectations and demonstrated practical applicability under suitable regeneration 

conditions. Analysis of the effects of operating variables revealed that increasing both 

microwave power and regeneration time improved the regeneration efficiency of the absorbent. 

This enhancement is attributed to the increased microwave power and regeneration time 

enhances molecular vibrations within the absorbent, allowing it to remain in the microwave 

field for a longer duration, causing the temperature of the adsorbent to rise. This increases the 

kinetic energy of the CO₂ molecules, thereby overcoming the adsorption energy barriers and 

facilitating their release from the zeolite structure. This phenomenon not only promotes the 

release of adsorbed CO₂ but also enhances the efficacy of the adsorbent in subsequent cycles 

of the CO₂ adsorption process. The optimal conditions for achieving maximum regeneration 

efficiency in this study were identified as a microwave power level of 600 W and a regeneration 

time of 15 minutes, in contrast, the regeneration cycle did not have a statistically significant 

impact.  

In conclusion, this research introduces a novel approach for the regeneration of CO2 

capturing adsorbents, which offers potential cost savings for the process. Notably, microwave 

regeneration can significantly reduce both the regeneration time and energy consumption, 

contributing to more sustainable environmental practices. 
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